
DOI: 10.1002/cphc.201200974

Autoionization of Molecular Hydrogen: Where do the Fano
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1. Introduction

Our knowledge of gas-phase molecular dynamics, which ena-
bles the understanding of a wide range of fundamental chemi-
cal processes,[1–4] has rapidly been growing since the develop-
ment of ultrashort pulse sources. The availability of pulses in
the femtosecond (fs) and attosecond (as) regimes[5–8] together
with the most advanced detection techniques[2, 9, 10] give access
to real-time images of field-generated nuclear dynamics.[4]

Recent experiments have managed to trace the much faster
electron motion, tracking the temporal evolution of bound or
quasibound coherently excited electron wave packets in
atoms.[11, 12] In particular, measurements that make use of isolat-
ed attosecond pulses in the extreme ultraviolet regime[6, 8, 13]

have demonstrated the suitability of these novel radiation
sources to explore fundamental processes in atomic physics
governed by electron–electron interactions such as Auger
decay[14] or atomic autoionization[15] on their intrinsic time
scales.

The state-of-the-art in laser technology is thus ready to ex-
plore, with unprecedented time and space resolution, process-
es where electron correlation may play an important role.
Studies on decay processes are particularly interesting given
that the absence of the field reveals the intrinsic characteristics
of matter. In this framework, autoionization of atomic targets
through the decay of doubly excited states (DES) is an ideal
candidate. The well-known “Fano lineshape”, found in atomic
photoionization cross sections as a result of the quantum inter-
ference between autoionization and direct photoionization
paths, was already described around 50 years ago.[16] Forma-
tion of Fano resonances is an archetype dynamical process of
quantum coherence in non-stationary systems. Nevertheless,
time-resolved images of this process have only very recently
become the focus of theoretical investigations.[17–20] These
latter works show the build-up of the Fano profile in time,
which can be recorded by means of different techniques such
as by using moderately intense mid-IR lasers,[20] or attosecond
streaking techniques,[17] or a near-IR fs laser such as that em-
ployed in ref. [15] to resolve the autoionization decay of the
2s2p(1Po) doubly excited state of He in time.

The counterpart time-resolved studies on molecules are
scarcer due to the complexity added by the nuclear motion,
which takes place while the electron is being ejected from the

Atomic autoionization following photoabsorption is a typical
example of quantum interferences governed by electron–elec-
tron correlation. Coherence between direct photoionization
and autoionization paths results in “Fano profiles”, widely ex-
plored in atoms in the last 60 years. The advent of femto- and
attosecond laser technology made time-resolved images of the
delayed electron ejection in autoionization accessible, leading
to the reemergence of such studies in atomic systems. The
counterpart molecular phenomena show the richness, as well
as the complexity, added by nuclear motion, which may pro-
ceed on similar time scales. However, Fano profiles are usually
absent in measured molecular photoionization cross sections
and an unequivocal parametrization of molecular autoioniza-

tion signatures, similar to that introduced by Fano in atoms [U.
Fano, Phys. Rev. 1961, 124, 1866] has not yet been achieved. In
this work we introduce a simple semiclassical model that ac-
counts for all the features observed in H2 photoionization and
demonstrate that the interference structures observed in disso-
ciative ionization spectra are almost exclusively due to the
phase accumulated in the nuclear motion. Furthermore, we
show that the temporal build-up of these structures in the
energy-differential cross sections is also determined by nuclear
motion. We validate our models by comparing with full-dimen-
sional ab initio calculations solving the time-dependent Schrç-
dinger equation.
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autoionizing states. In this context, molecular descriptions of
autoionization based on the fixed-nuclei approximation are
a priori out of the question. Although an accurate theoretical
method incorporating both electronic and nuclear degrees of
freedom in a quantum manner and in the time domain already
exists[21–24] and has successfully been applied to study H2 auto-
ionization,[23, 25–31] and although as-UV pump/fs-IR probe experi-
ments in this molecule[28] have already been able to detect the
contribution of DES through the analysis of laboratory-frame
proton ejection asymmetries, a simple time-resolved picture of
molecular autoionization similar to that existing for atoms has
not yet been achieved. For example, Fano lineshapes are
a clear signature of autoionization in atoms, but no analogue
is known for molecules, although it is reasonable to ask if a sim-
ilar expression would apply. A related question is: do the
nuclei introduce decoherence in the Fano interference struc-
tures?[32]

The present work addresses this key point, focusing on the
dissociative ionization process, which leads to the clearest sig-
nature of autoionization in H2 and D2.[33–35] This work consists
of two parts. In section 2, we present a simple model, not pre-
viously proposed in the literature to our knowledge, to explain
the features arising in the kinetic energy distributions of elec-
trons and nuclei in the autoionization region. In section 3, we
explore the build-up of these features in time by including
classical motion in the model and comparing it with ab initio
calculations that solve the time-dependent Schrçdinger equa-
tion.

2. Molecular Autoionization Model

Since the first evidence of doubly excited states (DESs) in H2,
obtained in 1967,[36] several experimental groups have ex-
plored photoionization of both H2 and D2 in the energy region
where the first two series of DESs are manifest, such as the
synchrotron radiation experiments of Latimer et al.[33, 34, 37] and
Ito et al.[35] (see ref. [38] for a review). Recent works have even
measured accurate energy and angular differential photoioni-
zation cross sections,[39, 40] thus enabling the study of interfer-
ences arising from different DESs populated by synchrotron ra-
diation[41] or laser pulses generated by high-order harmonics.[42]

The present section of the manuscript is devoted to find the
simplest model that describes energy-differential photoioniza-
tion in the region of the autoionizing states. The results of the
model will be compared with accurate ab initio calculations
whose excellent agreement with the experiments by Ito
et al.[35] has been previously shown.[38]

As mentioned above, we focus on the dissociative photoio-
nization process, H2 + g!H + H+ + e! , and include only one
doubly excited state in our model, the lowest Q1

1Sþu state.
Figure 1 shows the relevant potential energy curves. For small
and intermediate values of the internuclear distance R, the po-
tential energy curve of the DES [VQ(R)] is embedded in the
single ionization continuum associated with the Hþ2 1s sg

ground state, whose potential energy curve is given by VP(R).
The coupling with the continuum, mediated by the electron–

electron interaction, transforms the bound state into a quasi-
bound resonance with decay rate G(R).

For photoionization, as in atoms, there are two interfering
paths leading to the same final state: direct ionization to the
continuum and resonant excitation to the DES followed by au-
toionizing decay into the continuum. For infinitely heavy
nuclei (i.e. in the fixed-nuclei approximation), the molecule be-
haves exactly like an atom and, consequently, Fano profiles are
found.[43] However, the extra nuclear degree(s) of freedom
modify this behavior significantly: First, the DES can be reso-
nantly excited over a wide range of photon energies because
of the R-dependence of the energy levels within the Franck–
Condon region, which already implies an averaging effect.
Second, nuclear motion proceeds on similar timescales as au-
toionization, making the phase accumulated in nuclear propa-
gation relevant. The combination of these two effects renders
the disappearance of Fano profiles plausible. However, since
the dynamics is fully coherent, quantum interference between
the direct and autoionizing paths should still occur, albeit in
a different manifestation.

We explore the problem in more detail by using both semi-
classical and quantum mechanical approaches, following the
footsteps of Miller[44] and his work on Penning ionization. He
formally described the process A* + B!A + B+ + e! , where ini-
tially the atom A is in an excited electronic state and the atom
B is in its ground state. Roughly speaking, photoionization can

Figure 1. Potential energy curves of the H2
+ ground state [VP(R)] and lowest

H2 DES of 1Sþu symmetry in the Q1 series [VQ(R)] . Also indicated are the semi-
classical nuclear paths included in our model, for both the DES and the elec-
tronic continuum associated with VP, where e represents the energy of the
ejected electron. The total energy Eg +w reached after photoabsorption
from the lowest vibronic state in the ground state g (not included in the
figure) is distributed among the photofragments (nuclei with energy EN and
the electron with energy e) such that e+ EN + VP(R!1) = Eg +w. R0

P and R0
Q

denote the classical turning points for the VP +e and VQ curves, respectively,
for the given total energy, and Rd indicates the internuclear distance at
which the DES eventually decays into a continuum state with energy
VP(R) + e. The energy scale starts at Eg = 0, and the y-axis thus directly indi-
cates the photon energy (in eV).
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be seen as the half-collision problem related to Penning auto-
ionization but with a non-zero background continuum ampli-
tude. In the particular case of hydrogenic molecules, direct
photoionization is the largest contribution (>95 %) and its dis-
sociative contribution mainly ejects protons with low kinetic
energies. It is thus in this energy region where interference is
largely visible. In refs. [33, 34, 37] Latimer and collaborators also
attempted to extract the autoionization widths as a function of
the internuclear distance, G(R), by using a semiclassical expres-
sion for the decay probability [Eq. (1)]:[44–46]

P Rð Þ ¼ G Rð Þ
!hn Rð Þ exp !

Z R

R0

G R0ð Þ
!hn R0ð Þ dR0

! "
ð1Þ

where G(R) is the molecular decay width and v(R) is the radial
velocity of the nuclei. However, Equation (1) only accounts for
autoionization, missing the coherent addition of the direct
photoionization contribution. It is therefore only meaningful in
the absence of the direct path. This is the case for DES in the
Q2 and higher series for some target symmetries (1Pu).[47] An
accurate description, including the interferences mentioned
above, energy positions and autoionization widths for different
symmetries and series of DES was only accomplished in the
late nineties, with the first full-dimensional ab initio calcula-
tions on hydrogenic molecules.[38, 47–49] These accurate calcula-
tions allowed the unequivocal assignment of the signature re-
sulting from the strong coupling between the resonant and
non-resonant continua contributions in the nuclear kinetic
energy distributions (KEDs). Nevertheless, and regardless of the
accuracy of the theoretical approach employed in refs. [47–49] ,
a simple expression accounting for the interferences shown in
the KEDs is still missing. In the following, we propose a man-
ageable semiclassical model that, besides the description of
such features, allows for a simpler understanding of the rele-
vant electronic and nuclear dependencies of the autoionization
signatures in molecules.

We briefly review the situation for atoms (or, equivalently,
molecules in the fixed nuclei approximation), following
Fano.[16] For brevity, we take the relevant matrix elements to
be independent of energy in the following. The transition am-
plitude from the initial state y0 to a continuum state ye can
then be written as Equation (2):

ye Tj jy0h i ¼ cQsin D! cPcos D ð2Þ

where e is the energy of the emitted electron, cQ is related to
the transition matrix element to the quasi-bound state and cP

is the matrix element to the background continuum (the labels
P and Q follow Feshbach notation),[50] while D ¼ !arctan G=2

e!Er
,

with Er and G the resonance position and width, respectively.
The cross section (/ jhye jT jy0i j 2) then shows a well-known
asymmetric Fano profile, where the two contributions interfere
destructively on one side of the resonance and constructively
on the other. Conceptually, the observed profile is a conse-
quence of a flat background contribution interfering with a res-
onant contribution of width G, the phase of which goes
through a p phase jump as the resonance is crossed.

As we show in the following, the situation is both simpler
and more complex in molecules. As the resonance energy de-
pends on R, the photon can hit the center of the resonance for
a broad range of energies, and this part dominates the reso-
nant contribution. Consequently, there is no phase jump as the
resonance is crossed, except possibly at the extremes of the
Franck–Condon region. However, the complicating factor is nu-
clear motion, which adds an additional phase. As a second
consequence, the dominant contributions from the direct and
autoionizing path for a given final electronic and nuclear kinet-
ic energy are not expected to originate from the same initial R.

In our model, we consider that for a given photon energy,
w, the ionization amplitude as a function of the ejected elec-
tron energy, e, can be written as the sum of a direct photoioni-
zation amplitude cP from the ground state and an amplitude
aQ for the resonant component. Therefore the dissociative ioni-
zation probability, accounting for autoionization from an isolat-
ed DES, can be written as Equation (3):

P e;wð Þ ¼ cPe!iqP e!idc þ aQe!iqQ
## ##2 ð3Þ

where the arbitrary phase dc is introduced to account for the
phase difference in the dipole electronic transitions, and qP

and qQ in Equation (3) are the accumulated phases of the
nuclei moving on a given potential energy curve (VP and VQ re-
spectively), which we estimate with the WKB approximation
[Eqs. (4a) and (4b)]:

qP ¼
Z Rd

R0
P

dR
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 & m w! VP Rð Þ ! e½ (

p
ð4aÞ

qQ ¼
Z Rd

R0
Q

dR
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 & m w! VQ Rð Þ½ (

p
ð4bÞ

This assumes that only a single classical path contributes for
each of the two amplitudes. These classical paths are pictured
in Figure 1 for one-photon absorption from the vibronic
ground state with energy Eg. The total excess energy ET avail-
able after overcoming the dissociation limit (D = VP(R!1)!Eg

)18.15 eV) is to be shared between electrons and nuclei : ET =
w!D =e+ EN. The lower limits of the integrals in Equations (4)
depend only on photon energy (R0

Q) and on both photon and
electron energy (R0

P), respectively. They correspond to the inter-
nuclear distances at which the electronic energies VQ(R) and
VP(R) + e are equal to Eg +w, as follows from the reflection ap-
proximation (see Supporting Information). In a more complete
model, the contributions from all R0

Q for which ET is within the
decay width should be coherently added. The current model
neglects this, as well as the variation of the phase shift D

across the resonance that is responsible for the appearance of
Fano profiles in atoms. This phase shift is simply replaced by
the energy-independent quantity dc.

The integrals in Equation (4) in principle extend to R =1,
however after the decay of the DES both paths proceed on
the same ionic potential curve and accumulate an identical
phase. The upper limit (Rd) is thus fixed at the R value at which
decay takes place, that is, where the DES will eject an electron

$ 2013 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim ChemPhysChem 2013, 14, 1456 – 1463 1458

CHEMPHYSCHEM
ARTICLES www.chemphyschem.org



of energy e, given by VP(Rd) + e= VQ(Rd). Note that the value of
Rd depends only on e.

For dissociative ionization, the direct path leads to an expo-
nentially decaying distribution as a function of nuclear kinetic
energy that is independent of photon energy and simply fol-
lows the Franck-Condon (FC) overlap from the ground state.
On the other hand, the autoionization amplitude (aQ) can be
written in semiclassical mechanics as a product of a term (cQ)
accounting for the transition from the ground state to the
quasi-bound DES, and a term describing the decay into the
non-resonant background defined in Equation (1), leading to
Equation (5):[44]

aQ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

V 0Q Rdð Þ ! V 0P Rdð Þj j

s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G Rdð Þ

!huQ Rdð Þ

s

cQe!qQG ð5Þ

where the prefactor with the square root of the derivatives
comes from rewriting the probability as a function of energy
(P(e)de= P(R)dR) and qQG

is one half of the integral in Equa-
tion (1), which is consistently integrated from R0

Q to Rd.
The amplitudes cP and cQ then correspond to the actual

components of the dipole transition elements from the vibron-
ic ground state to the vibronic continua (P) and DES, respec-
tively. In a further simplification, we can now use the Franck–
Condon (FC) approximation in separating the electronic and
nuclear components of the total wave function [Y(r,R) =
y(r,R)c(R)] and neglecting the dependence of the electronic
matrix elements on the nuclear position. This leads to writing
the amplitudes as Equation (6):

cP e;wð Þ ¼ cP Rð Þ cg0
Rð Þ

##% &
dP

cQ wð Þ ¼ cQ Rð Þ cg0
Rð Þ

##% &
dQ

ð6Þ

where the actual dipole couplings among electronic wave
functions are approximated to be independent of R [Eq. (7)]:

dP ¼ yP r; Reð Þ D̂
## ##y0 r; Reð Þ

% &

dQ ¼ yQ r; Reð Þ D̂
## ##y0 r; Reð Þ

% & ð7Þ

with D̂ the dipole operator, y0 the initial electronic state, yP

the nonresonant continuum state, yQ the DES, and Re the equi-
librium internuclear distance.

At this point Equation (3) can be evaluated using as inputs
the calculated vibronic ground state, the potential curves VQ(R)
and VP(R), and the G(R) function; only leaving free the values of
dc, dQ and dP in a fit to the cross sections. For the vibrational
overlaps in Equation (6) we use the straightforward reflection
approximation (see Supporting Information). The results of this
first approach are plotted as dashed lines in Figure 2 for the
dissociative photoionization of H2 (left panels) and D2 (right
panels) as a function of the proton/deuteron kinetic energy.
Note that according to the previous notation PKE and DKE are
equal to EN/2. We compare with the accurate time-independ-
ent calculations published in ref. [48] for photoionization at
four different photon energies using linearly polarized light

parallel to the molecular axis. Due to the selection rules, this
implies that only the final states with 1Sþu symmetry are popu-
lated. The potential energy curve VP(R) for the first ionization
threshold 1s sg has been calculated analytically and that of the
1Q1

1Sþu DES has been taken from our ab initio calculations
(both plotted in Figure 1). For the vibrational ground state of
H2 (and D2), we have solved the 1D Schrçdinger equation
using the accurate electronic energies obtained by Wolnie-
vicz.[51, 52]

Notice that the values of dc, dQ, and dP should be the same
for both isotopes because they only depend on the electronic
structure. This requirement has been imposed for the fit
shown in Figure 2. Moreover, for simplicity we have also im-
posed dc, dQ, and dP to be independent of photon and electron
energy, assuming negligible variation in the relatively narrow
photon energy range we are fitting, from 25 to 28 eV. For the
results shown in Figure 2, we find dc)4p/3 and dQ/dP)0.15
(the remaining global scale depends on whether we compare
with a cross section or a probability obtained from a short
pulse calculation). This compares well with the ratio obtained
by averaging the actual value over the FC region and contribu-
ting electron energies, which is jdQ/dP j)0.09. The agreement
of the model with the ab initio calculations of ref. [48] is re-
markable, especially because all the e dependencies have been
neglected for the amplitudes. From this comparison, we can
essentially conclude that the strong oscillations appearing in

Figure 2. Dissociative ionization cross sections. Left panels : H2. Right panels :
D2. Dashed line: model. Solid line: ab initio calculations from ref. [48] .
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the low proton (deuteron) kinetic energy regions are due to
the interference of the two classical paths followed by the
nuclei. This demonstrates unambiguously that the origin of the
interference structures in the nuclear kinetic energy distribu-
tion is different from that of Fano interferences since the latter
are not included in the model. They are instead caused purely
by the phase acquired in nuclear motion. Although we focus
on dissociative ionization here, we note that the model also re-
produces qualitatively the oscillations seen in nondissociative
ionization as a function of photoelectron energy, and their
change with nuclear mass as predicted in ref. [53] , indicating
that these oscillations are caused by nuclear effects as well,
and are not related to Fano lineshapes.

Naturally, the question arises whether the model could be
used to extract G(R), given the photoionization cross sections.
Note that G(R) contains the actual electron–electron correlation
information among direct and autoionization paths. The ex-
traction of the width from experimentally measured energy-
differential cross sections was already attempted,[33, 54] although
those works lacked the description of the interference term in
Equation (3) and directly fitted Equation (1), which is partly the
origin of the discrepancies found for their extracted widths in
comparison with the most accurate values given in ref. [47].
Here, we should also point out that the results in ref. [48] were
obtained by considering only one autoionization state (the
lowest in the Q1 series of 1Sþu symmetry), although the cou-
pling with the other DESs of the series was included. This
choice was appropriate since the 1Q1

1Sþu state is the main
state contributing in the photon energy region *28 eV. How-
ever, other DESs also contribute to the actual photoionization
process, so that the agreement with the model is expected to
be worse for a more complete calculation or an experiment,
making extraction of G(R) significantly more challenging.

Thus using the method of ref. [23], we have performed ab i-
nitio calculations in which all the DESs of the Q1 series are in-
cluded, extracting the cross sections as described in ref. [55].
The results for the latter calculations, as well as for the model
using the calculated and the fitted G(R) are plotted in Figure 3.
It shows the photoionization cross sections as a function of
photon energy and energy sharing among nuclei and electrons
(the ratio between the nuclear kinetic energy and the total
available energy ET). Figure 3 a corresponds to the ab initio cal-
culation including the complete Q1 series. The newly comput-
ed cross sections are extremely similar to those in Figure 3 b
where only the first DES of the series is included, that is, results
as in ref. [48] . The only appreciable difference appears for
photon energies above 28 eV and for energy sharing above
20–30 %, where, as expected, we find slightly larger ionization
yields due to the contribution from higher DESs in the Q1

1Sþu
series. The two lowest panels in Figure 3 correspond to the
cross sections obtained with the semiclassical model using the
calculated width (Figure 3 c) and, more interestingly, when fit-
ting the G(R) function (Figure 3 d). For this last case, dc, cP and
cQ are left as free energy-independent parameters and we find
the function G(R) that leads to the best agreement of Equa-
tion (3) with the ab initio calculated cross sections including
a single DES (i.e. Figure 3 b).

The corresponding fitted G(R) is shown in Figure 4 in dashed
thick lines and compared with the calculated width (full thick
line). The fitted values start at around R = 1.42 a.u. since this is
the smallest internuclear distance that is reached by the largest
photon energy, w= 30 eV, included for the fit. The agreement
is quite reasonable up to an internuclear distance of 3 a.u. ,
that is, well beyond the Franck–Condon region. At larger R
values, the width is overestimated. This could be expected
from the assumptions that are implicit in the semiclassical
model : 1) it is assumed that the autoionization events eject
electrons with a well-defined energy at a given internuclear
distance, whereas in the quantum treatment the electron ejec-
tion occurs in an interval of energies with a bandwidth of G(R)
around the energy of the DES, VQ(R) ; and 2) the amplitudes are

Figure 3. H2 dissociative ionization probability as a function of photon
energy (y-axis) and energy sharing (x-axis, ratio of nuclear and total kinetic
energy available). (a) Full ab initio calculations. (b) 1s sg final channel from
ab initio calculations including only the first DES in the Q1

1Sþu series.
(c) Simple model in Equation (3) using the calculated values for G(R) given in
ref. [48] . (d) Simple model in Equation (3) with G(R) obtained by fitting to
(b).

Figure 4. Autoionization decay width G(R) (in eV) obtained by fitting Equa-
tion (3) to ab initio H2 data. Dashed line: fit using the reflection approxima-
tion. Solid line with circles: fit using the actual FC overlaps.
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approximated by using the reflection approximation and ne-
glecting the energy and R dependencies of the transition ele-
ments, whose error is expected to accumulate in the integrals
performed in increasingly larger intervals of internuclear dis-
tances. In order to further check the validity of the fit, in
Figure 4, we have also included the values of G(R) obtained
from an additional fit in which the actual FC overlaps between
the vibrational ground state and the final resonant and nonre-
sonant states are included. As expected, the extracted widths
do not differ from those resulting from the previous fit, be-
cause the steep shape of the potential energy curves in the
region of maximum vibrational overlap validates the reflection
approximation assumed in the first fit (Supporting Informa-
tion).

The appropriateness of the model in describing energy-dif-
ferential cross sections, in particular, the interferences resulting
from different dissociation pathways, and in providing a reason-
able value of G(R) up to relatively large values of R, raises the
challenge of its applicability in the time domain in order to un-
derstand the outcome of pump–probe experiments aimed at
getting insight in the autoionization dynamics. Such experi-
ments have already been performed on atoms[15] and on hy-
drogenic molecules.[28] The ultimate goal is to trace molecular
autoionization in time. In the following we show the temporal
build-up of the interference by means of both time-dependent
ab initio calculations and the simple model, where we now in-
troduce the time dependence of the nuclear position.

3. Time-Resolved Build-Up of Molecular
Autoionization Features

For a time-resolved image of the decay into the continuum ob-
tained through ab initio calculations we take advantage of our
time-dependent Feshbach-like methodology (for details, see
refs. [23, 55, 56]). The partition of the Hamiltonian in two sub-
spaces allows a direct projection into the P subspace of the
field-free propagated wavepacket at different times. We use
a low-intensity (1012 W cm!2) 500 as pulse centered at 28 eV
and extract the apparent cross sections (i.e. those resulting
from the probabilities at a given time, despite the fact that
cross sections are only well-defined in the asymptotic limit, see
ref. [55] for details) in the range from 25–28 eV, for which the
energy components of the Fourier-transformed pulse are ap-
preciably non-zero. We then take snapshots of the apparent
cross sections every 500 as after the end of the pulse. Their
time evolution is plotted in the left-side panels of Figure 5 for
four different photon energies. The thin full line in each panel
corresponds to the long-time limit (i.e. the actual cross sec-
tion). For completeness, we have also included the time-inde-
pendent calculations from ref. [48] (dashed lines). We here
compare to the time-dependent calculations where only the
lowest DES is included, as in Figure 3 b and ref. [48]. Right at
the end of the pulse (t = T = 0.5 fs), only direct photoionization
is observable. 500 as later (t = 1.0 fs), autoionization leads to
ions with energies up to 2.5 eV and interferes with the direct
ionization channel. As time passes, larger proton kinetic ener-
gies are observed, and the interference builds up. At t = 3.0 fs,

that is, 2.5 fs after the end of the 500 as pulse, autoionization
has practically finished and the apparent cross sections have
reached their asymptotic form. However, the time evolution of
the observed structures remains to be explained. Is this evolu-
tion determined by electron correlation (and thus comparable
to structures in atomic systems) or by nuclear motion (and
thus of purely molecular origin)?

In order to properly answer this question, we investigate the
nuclear dynamics in more detail. While the direct contribution
“instantaneously” populates the nuclear continuum, the contri-
bution from the DESs depends on time. The laser pulse creates
a nuclear wave packet in the DESs, which then slides down the
VQ(R) curve, accelerating in the process. Snapshots of this wave
packet as extracted from the full ab initio calculation are
shown in Figure 6. As the wave packet passes over a given in-
ternuclear distance R, it ejects electrons at the associated
energy e= VQ(R)!VP(R), which also determines the asymptotic
nuclear energy EN = ET!e. We include this behavior in the semi-
classical expression defined in Equation (3), to give Equa-
tion (8):

P e; EN; tð Þ ¼ cPe!iqP!idc þ g t; eð ÞaQe!iqQ
## ##2 ð8Þ

Figure 5. Field-free evolution of H2 dissociative ionization apparent cross
sections at different times after the end of a T = 500 as pulse. Left panels :
ab initio calculations including the first 1Sþu DES. Right panels : time-depen-
dent model. Each row correspond to a given photon energy. Solid thin lines
correspond to the probabilities in the long-time limit. Dashed thin lines are
time-independent calculations taken from ref. [48] .
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where g(t,e) is a time-dependent filter representing the accu-
mulated amplitude of the nuclear wavepacket cQ passing over
the internuclear distance Rd where electrons of energy e are
ejected, g t; eð Þ ¼

R t
!1 dt cQ Rd eð Þ; t

' (## ##. Note that the nuclear
phase is fixed and given by qQ, and the filter only affects the
amplitude of the DES contribution. For simplicity, we further-
more neglect dispersion of the nuclear wave packet and ap-
proximate it as a Gaussian with a constant spatial width sR

)0.25 a.u. (corresponding to the average width from a vertical
transition with a 500 as pulse). To avoid requiring quantum
wave packet propagation, we approximate the motion of the
center of the Gaussian by classical mechanics, m€R =!dVQ/dR,
with initial conditions R(T/2) = R0

Q and Ṙ(T/2) = 0 at the peak
T/2 = 250 as of the pulse. This gives the classical trajectory for
R(t) which defines the time td at which the wave packet passes
the point of decay, Rd = R(td). By additionally approximating the
velocity as locally constant, Ṙ(t)) Ṙ(td), the integral for g(t,e)
can be analytically evaluated, g(t,e) = 0.5erfc[!(t!td)/st] , with
st = sR/Ṙ(td).

The time-dependent probabilities obtained with this simple
model appear in the right-side panels of Figure 5. Again, the
agreement with the ab initio calculations is excellent, except at
high proton energies. Apart from the interference with the P
background, the observed temporal dependence is simply that
of the vibrational wavepacket motion in the metastable Q elec-
tronic state. The snapshots at different times thus reveal the
expected profile of electron ejection from the moving nuclear
wave packet. The answer to the question posed above is thus
that the nuclear motion indeed determines the time at which
the contribution at a given proton kinetic energy appears in
the spectrum. Electron correlation only governs the local decay
rate G(R), which dictates how much autoionization occurs.

It should be remarked that our benchmark system, H2, is par-
ticular in the sense that both nuclear and autoionization dy-
namics are relatively fast and occur over similar time intervals
(a few fs). In most cases, the nuclei have enough time to move
before autoionization occurs. Thus, in an eventual generaliza-
tion of our semiclassical approach to larger molecules, one
should first analyze if similar time scales apply. For example,
for much heavier targets with significantly slower nuclear dy-
namics, autoionization may occur well before the nuclei move
appreciably and, consequently, the energy dependence of the

interference between the electronic continuum and the reso-
nance [described by D in Eq. (2)] should not be neglected.
Also, for such heavy targets, the FC region could be so narrow
that for all practical purposes the absorption of a photon
would be described by a vertical transition. Under these cir-
cumstances, one would expect photoelectron spectra similar
to those observed in atoms, with peaks exhibiting standard
Fano line shapes.

4. Conclusions

We have presented a simple model to describe the features
appearing in the energy-differential cross sections for dissocia-
tive molecular autoionization. To enable an appropriate com-
parison, we use hydrogenic molecules as benchmark systems,
for which accurate experimental and theoretical photoioniza-
tion cross sections in the region where doubly excited states
are populated are available. The semiclassical model proposed
here is based on well-established models for Penning ioniza-
tion,[33, 44–46] while also accounting for the presence of direct
ionization, which interferes coherently with autoionization. We
show that this interference is responsible for the pronounced
structures observed at low nuclear kinetic energies and is well-
described by the phase accumulated along two classical paths
followed by the nuclei. The observed interferences are thus
found to be mainly governed by nuclear effects and funda-
mentally different from a Fano profile, the structure observed
in atomic systems.

The temporal build-up of these interferences has also been
studied. The time evolution of the energy-differential apparent
cross sections is found to be accurately represented within our
semiclassical approach as well, as demonstrated by its excel-
lent agreement with the solution of the time-dependent
Schrçdinger equation. This evolution is again shown to be do-
minated by nuclear dynamics. The electronic decay rate G de-
termines the amplitude of the contribution at a given nuclear
kinetic energy, but the timing is determined by how long the
nuclear wavepacket takes to accelerate to the given energy as
it slides down the VQ(R) potential curve.
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Figure 6. Field-free propagation of the vibrational wave packet associated to
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tered at 28 eV.
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