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Multi-scale molecular dynamics simulations
of enhanced energy transfer in organic
molecules under strong coupling

Ilia Sokolovskii1,3, RuthH. Tichauer 1,2,3, DmitryMorozov 1, Johannes Feist 2&
Gerrit Groenhof 1

Exciton transport can be enhanced in the strong coupling regime where
excitons hybridize with confined light modes to form polaritons. Because
polaritons have group velocity, their propagation should be ballistic and long-
ranged. However, experiments indicate that organic polaritons propagate in a
diffusive manner and more slowly than their group velocity. Here, we resolve
this controversy by means of molecular dynamics simulations of Rhodamine
molecules in a Fabry-Pérot cavity. Our results suggest that polariton propa-
gation is limited by the cavity lifetime and appears diffusive due to reversible
population transfers between polaritonic states that propagate ballistically at
their group velocity, and dark states that are stationary. Furthermore, because
long-lived dark states transiently trap the excitation, propagation is observed
on timescales beyond the intrinsic polariton lifetime. These insights not only
help to better understand and interpret experimental observations, but also
pave the way towards rational design of molecule-cavity systems for coherent
exciton transport.

Solar cells based on organic molecules are promising alternatives to
the silicon-based technologies that dominate today’s market, mostly
because organic photovoltaics (OPV) are cheaper to mass-produce,
lighter, more flexible and easier to dispose of. A key step in light har-
vesting is transport of excitons from where photons are absorbed to
where this energy is needed for initiating a photochemical process1,
usually deeper inside the material of the solar cell. Because excitons in
organic materials are predominantly localized onto single molecules,
exciton transport proceeds via incoherent hops2. Such random-walk
diffusion is, however, too slow to compete with ultra-fast deactivation
processes of singlet excitons, such as radiative and non-radiative
decay. As exciton diffusion is furthermore hindered by thermal dis-
order, propagation distances in organic materials typically remain
below 10 nm2. Such short diffusion lengths limit the efficiency of solar
energy harvesting and require complex morphologies of active layers
into nanometer sized domains, e.g., bulk heterojunctions in OPVs,

which not only complicates device fabrication, but also reduces device
stability3,4.

Distances of hundreds of nanometers have been observed for
the diffusion of longer-lived triplet states5, but because not all
organic materials can undergo efficient intersystem crossing or
singlet fission, it may be difficult to exploit triplet diffusion in general.
Exciton mobility can also be increased through transient exciton
delocalization6–8, but as the direct excitonic interactions are weak in
most organic materials, molecules need to be ordered to reach this
enhanced transport regime.

Alternatively, permanent delocalization over large numbers of
molecules can be achieved by strongly coupling excitons in the
material to the confined light modes of optical cavities, such as Fabry-
Pérot resonators (Fig. 1a) or nano-structured devices9–11. In this strong
light-matter coupling regime the rate of energy exchange between
molecular excitons and confined light modes exceeds the intrinsic
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decay rates of both the excitons and the confinedmodes leading to the
formation of new coherent light-matter states, called polaritons12–20.

The majority of hybrid states in realistic molecule-cavity systems
are dark21–23, meaning that they have negligible contributions from the
cavity photons. In contrast, the few states with such contributions are
the bright polaritonic states that have dispersion and hence group
velocity, defined as the derivative of the polariton energy with respect

to in-plane momentum (i.e., kz in Fig. 1b). In the out-of-plane cavity
direction (i.e., perpendicular to the mirrors), these states are deloca-
lized over themolecules inside themode volume, while in the in-plane
direction (i.e., parallel to the mirrors) they behave as quasi-particles
with a low effective mass and large group velocity (i.e., fractions of the
speed of light). These polariton properties can be exploited for both
out-of-plane9–11,24–33, and in-plane energy transport34–54.

Indeed, at cryogenic temperatures, in-plane ballistic propagation
at the group velocity of polaritons was observed for polariton wave-
packets in a Fabry-Pérot microcavity containing an In0.05Ga0.95As
quantum well34. Ballistic propagation was also observed for polaritons
formed between organic molecules and Bloch surface waves38,42,51,
while a combination of ballistic transport on an ultrashort timescale
(sub-50 fs) and diffusivemotion on longer timescaleswas observed for
cavity-free polaritons43, for which strong coupling was achieved
through a mismatch of the refractive indices between thin layers of
densely-packed organic molecules and a host material55. In contrast,
experiments on strongly coupled organic J-aggregates in metallic
micro-cavities suggest that molecular polaritons propagate in a diffu-
sive manner and much more slowly than their group velocities40.
Furthermore, despite a low cavity lifetime on the order of tens of
femtoseconds in these experiments, propagation was observed over
several picoseconds, which was attributed to a long lifetime of the
lower polariton (LP)17,40. Here, we address these controversies by
providing atomistic insights into polariton propagation with multi-
scalemolecular dynamics (MD) simulations56,57 of solvated Rhodamine
molecules strongly coupled to the confined light modes of a one-
dimensional (1D) Fabry-Pérot microcavity58, shown schematically
in Fig. 1a.

Results and discussion
Resonant excitation
First, we explore howpolaritons propagate after resonant excitation of
a Gaussian wavepacket of LP states with a broad-band laser pulse. In
Fig. 2, we show the time evolution of the probability density of the
polaritonicwave function, ∣Ψ(t)∣2 after such excitation in both a perfect
lossless cavity with an infinite Q-factor (γcav = 0 ps−1, top panels) and a
lossy cavity with a low Q-factor (γcav = 66.7 ps−1, bottom panels) con-
taining 1024 Rhodamine molecules. Plots of wavepacket propagation
in systems with 256 and 512 molecules are provided as Supplementary
Information (SI, Figs. S5–S6), as well as animations of the wavepackets
for all system sizes (Supplementary Movies 1–9 and 13–21).

Lossless cavity. In the perfect lossless cavity, the total wavepacket
∣Ψ(t)∣2 initially propagates ballistically close to the maximum group
velocity of the LP branch (vLP,max

gr = 68μmps−1, Fig. 1c), until around 100
fs (see animations in the SI), when it slows down as evidenced by a
decrease in the slope of the expectation value of the position of the
wavepacket 〈z〉 in Fig. 3a. The change from a quadratic to a linear time-
dependence of the Mean Squared Displacement (Fig. 3c) at t = 100 fs
furthermore suggests a transition from ballistic to diffusive motion.

During propagation, the wavepacket broadens and sharp features
appear, visible as vertical lines in both the total and molecular wave-
packets in Fig. 2a, b and as peaks in the wavepacket animations pro-
vided as SI. These peaks coincidewith the zpositions ofmolecules that
contribute to the wavepacket with their excitations during propaga-
tion. Such peaks are not observed if there is no disorder and the
molecular degrees of freedomare frozen (Fig. S16), but appear already
at the start of the simulation when the initial configurations of the
molecules are all different (Fig. S22). Similar observations were made
by Agranovich and Gartstein35 who attributed these peaks to energetic
disorder among themolecular excitons.We therefore also assign these
peaks to a partial localization of the wavepacket at the molecules due
to structural disorder that alters their contribution to the wavepacket.
In contrast, because the cavity modes are delocalized in space, the

Fig. 1 | Rhodamine-cavity system. a Schematic illustration of an optical Fabry-
Pérot microcavity filled with Rhodamine chromophores (not to scale). The quan-
tum mechanical (QM) subsystem, shown in ball-and-stick representation in the
inset, is described at the Hartree-Fock (HF/3-21G) level of theory in the electronic
ground state (S0), and at the Configuration Interaction level of theory, truncated at
single electron excitations (CIS/3-21G), in the first singlet excited state (S1). The
molecular mechanical (MM) subsystem, consisting of the atoms shown in stick
representation and thewatermolecules (not shown), ismodeledwith the Amber03
force field. b Normalized angle-resolved absorption spectrum (Pabs) of the cavity,
showing Rabi splitting between lower polariton (LP, red line) and upper polariton
(UP, blue line) branches. The cavity dispersion and excitation energy of the mole-
cules (4.18 eV at the CIS/3-21G//Amber03 level of theory) are plotted with dot-
dashed anddashedwhite lines, respectively. cGroup velocity of the LP (red) andUP
(blue), defined as the derivative of the frequency of polaritonsω(kz) with respect to
the in-plane wave-vector kz, i.e., ∂ω(kz)/∂kz.
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Fig. 2 | Polariton propagation after resonant excitation of a wavepacket in the
lower polariton (LP) branch centered at z = 5μm. a, b, and c: total probability
density ∣Ψ(z, t)∣2, probability density of themolecular excitons ∣Ψexc(z, t)∣2 and of the
cavity mode excitations ∣Ψpho(z, t)∣2, respectively, as a function of distance (z, hor-
izontal axis) and time (vertical axis), in a cavitywith perfectmirrors (i.e., γcav = 0ps−1).
The red dashed line indicates propagation at themaximum group velocity of the LP
(68μmps−1). d Contributions of molecular excitons (black) and cavity mode

excitations (red) to ∣Ψ(z, t)∣2 as a function of time in the perfect cavity.Without cavity
losses, no ground state population (blue) can build up. e–g ∣Ψ(z, t)∣2, ∣Ψexc(z, t)∣2 and
∣Ψpho(z, t)∣2, respectively, as a function of distance (z, horizontal axis) and time
(vertical axis), in a lossy cavity (γcav = 66.7 ps

−1). h Contributions of the molecular
excitons (black) and cavity mode excitations (red) to ∣Ψ(z, t)∣2 as a function of time.
The population in the ground state, created by radiative decay through the imper-
fect mirrors, is plotted in blue. Source data are provided as a Source Data file.

Fig. 3 | Propagation of the polaritonic wavepacket after on-resonant excitation.
Top panels: Expectation value of the position of the total time-dependent wave-
function, hzi= Ψðz,tÞ� ��ẑ Ψðz,tÞ

�� �
= Ψðz,tÞjΨðz,tÞ� �

, in an ideal cavity (a, γcav = 0ps−1)
and a lossy cavity (b, γcav = 66.7 ps−1). The black lines represent 〈z〉 while the shaded

area around the lines represents the root mean squared deviation (RMSD, i.e.,ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hðzðtÞ � hzðtÞiÞ2i

q
). Bottom panels: Mean squared displacement (MSD, i.e., hðzðtÞ�

hzð0ÞiÞ2i) in the ideal (c) and the lossy (d) cavity. Magenta lines are quadratic fits to
theMSD and cyan lines are linear fits. Source data are provided as a Source Data file.
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photonic wavepacket remains smooth throughout the propaga-
tion (Fig. 2c).

The transition from ballistic propagation to diffusion around 100
fs coincides with the onset of the molecular excitons dominating the
polaritonic wavepacket, as shown in Fig. 2d, in which we plot the
contributions of the molecular excitons (black line) and cavity mode
excitations (red line) to the total wave function (see Methods for
details of this analysis). Because in the perfect cavity, photon leakage
through the mirrors is absent (i.e., γcav = 0 ps−1), the decrease of cavity
mode excitations is due to population transfer from bright LP states
into the dark state manifold (Fig. S20b)59–61. Thus, while resonant
excitation of LP states initially leads to ballistic motionwith the central
group velocity of the wavepacket, as evidenced by the quadratic
dependence of the Mean Squared Displacement on time (Fig. 3c),
population transfer into dark states turns the propagation into a dif-
fusion process, as evidenced by a linear time-dependence of the Mean
Squared Displacement after ~100 fs.

Since dark states lack group velocity, and are therefore stationary,
while excitonic couplings between molecules are neglected in our
model (see SI), propagation in the diffusive regime must still involve
bright polariton states. Our simulations therefore suggest that while,
initially, molecular vibrations drive population transfer from the pro-
pagating bright states into the stationary dark states62, this process is
reversible, causing new wavepackets to form continuously within the
full range of LP group velocities. Likewise, the propagation of tran-
siently occupied bright states is continuously interrupted by transfers
into dark states, and re-started with different group velocities. This re-
spawning process leads to the diffusive propagation of the excitation
observed in Fig. 2, with an increasingwavepacket width (Fig. 3a), in line
with experimental observations40,42,43,51.

Lossy cavity. Including a competing radiative decaychannel by adding
photon losses through the cavity mirrors at a rate of γcav = 66.7 ps−1,
leads to a rapid depletion of the polariton population (Fig. 2h), but
does not affect the overall transport mechanism: the wavepacket still
propagates in two phases, with a fast ballistic regime followed by
slower diffusion. However, in contrast to the propagation in the ideal
lossless cavity, we observe that the wavepacket temporarily contracts.
This contraction is visible as a reduction of both the expectation value
of 〈z〉 and theMean Squared Displacement between 60 to 130 fs in the
right panels of Fig. 3.

Initially, the propagation of the wavepacket is dominated by bal-
listic motion of the population in the bright polaritonic states moving
at themaximumgroup velocity of the LP branch. However, due to non-
adiabatic coupling62, some of that population is transferred into dark
states that are stationary. Because non-adiabatic population transfer is
reversible, the wavepacket propagation undergoes a transition into a
diffusion regime, which is significantly slower, as also observed in the
ideal cavity (Fig. 3c).

In addition to these non-adiabatic transitions, radiative decay
further depletes population from the propagating bright polaritonic
states. Because before decay, this population has movedmuch further
than the population that got trapped in the dark states, the expecta-
tion value of 〈z〉, as well as the Mean Squared Displacement, which
were dominated initially by the fast-moving population, decrease until
the slower diffusion process catches up and reaches the same distance
around 130 fs (right panels in Fig. 3). Such contraction of the wave-
packet in a lossy cavity is consistent with the measurements ofMusser
and co-workers, who also observe such contraction after on-resonant
excitation of UP states47.

Because of the contraction, it is difficult to see where the transi-
tion between the ballistic and diffusion regimes occurs in Fig. 3d. We
therefore extrapolated the linear regime instead, and estimate the
turn-over at 30 fs, where the quadratic fit to the ballistic regime
intersects the extrapolated fit to the diffusion regime. As in the perfect

lossless cavity, the transition between ballistic and diffusion regimes
occurs when the population of molecular excitons exceeds the
population of cavity mode excitations (Fig. 2h). However, due to the
radiative decay of the latter, this turnover already happens around 30
fs in the lossy cavity simulations.

Owing to the short cavity mode lifetime (15 fs), most of the exci-
tation has already decayed into the ground state at 100 fs, with a small
remainder surviving in dark states (Fig. 2h) that lackmobility. Because
cavity losses restrict the lifetime of bright LP states, the distance a
wavepacket can reach is limited due to (i) a shortening of the ballistic
phase, and (ii) a reduction of the diffusion coefficient (i.e., the slope of
〈z〉, Fig. 3b) in the second phase. Therefore, the overall velocity is
significantly lower than in the perfect cavity, suggesting a connection
between cavity Q-factor and propagation velocity47, while also the
broadening of the wavepacket is reduced (Fig. 3b). Furthermore,
because the rate of population transfer is inversely proportional to the
energy gap62, and hence highestwhen the LP and dark states overlap60,
we speculate that the turn-over between the ballistic and diffusion
regimes depends on the overlap between the absorption line width of
the molecules and the polaritonic branches, and can hence be con-
trolled by tuning the excitation energy tomove the center of the initial
polaritonic wavepacket along the LP branch. In addition, the direction
of ballistic propagation can be controlled by varying the incidence
angle of the on-resonant excitation pulse.

Comparison to experiments. Our observations are in line with tran-
sient microscopy experiments, in which broad-band excitation pulses
were used to initiate polariton propagation. At low temperatures
Freixanet et al. observed ballistic wavepacket propagation for a
strongly coupled quantum dot34. If we suppress vibrations that drive
population transfer by freezing the nuclear degrees of freedom, we
also observe suchpurely ballisticmotion (Figs. S16–S17). In contrast, in
room temperature experiments on cavity-free molecular polaritons,
Pandya et al.43 identified two transport regimes: a short ballistic phase
followed by diffusion. Based on the results of our simulations, we
attribute the first phase to purely ballistic wavepacket propagation of
photo-excited LP states. The slow-down of transport in the second
phase is attributed to reversible trapping of population inside the
stationary dark state manifold. Owing to the reversible transfer of
population between these dark states and the LP states, propagation
continues diffusively at time scales exceeding the polariton lifetime, in
line with experiment40,43.

Off-resonant excitation
Next, we investigate polariton propagation after an off-resonant exci-
tation of themolecule-cavity system. Experimentally suchoff-resonant
excitation conditions are achieved by optically pumping a higher-
energy electronic state of the molecules38,40,42,51, which then rapidly
relaxes into the lowest energy excited state (S1) according to Kasha’s
rule63.We thereforemodeled off-resonant photo-excitation by starting
the simulations directly in the S1 state of a single molecule, located at
z = 5μm in the cavity (SI). In Fig. 4, we show the time evolution of the
probability density of the total polaritonic wave function, ∣Ψ(t)∣2, after
suchexcitation in both a perfect lossless cavitywith an infiniteQ-factor
(γcav = 0 ps−1, top panels) and a lossy cavity with a low Q-factor
(γcav = 66.7 ps−1, bottom panels) containing 1024 Rhodamine mole-
cules. Plots of thewavepacket propagation in systemswith 256 and 512
molecules are provided as SI (Figs. S9–S10), aswell as animationsof the
wavepackets for all system sizes (Supplementary Movies 25–33
and 37–45).

Lossless cavity. In the lossless cavity with perfect mirrors, the exci-
tation, initially localized at a single molecule, rapidly spreads to other
molecules (see animation in the SI). In contrast to the ballistic move-
ment observed for on-resonant excitation, thewavepacket spreads out
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instead, with the front of thewavepacket propagating at a velocity that
closely matches the maximum group velocity of the LP branch
(68μmps−1, Fig. 1c), while the expectation value of the wavepacket
position (〈z〉, Fig. 5a) moves at a lower pace (~10 μmps−1).

Because we do not include negative kz-vectors in our cavity
model, propagation can only occur in the positive z direction. With
negative kz-vectors, propagation in theopposite directioncancels such
motion leading to 〈z〉 ≈0 (Fig. S15a). Nevertheless, since the Mean
Squared Displacement is not affected by breaking the symmetry of the
1D cavity, and increases linearly with time in both uni- and bi-
directional cavities (Figs. 5c and S15b), we consider it reasonable to
assume that the mechanism underlying the propagation process is
identical.

Because the population of dark states dominates throughout
these simulations (Fig. 4d), and direct excitonic couplings are not
accounted for in our model (SI), the observed propagationmust again
involve bright polariton states. Since the initial state, with one mole-
cule excited, is not an eigenstate of the molecule-cavity system,
population exchange from this state into the propagating bright states
is not only due to displacements along vibrational modes that are
overlapping with the non-adiabatic coupling vector62, but also due to
Rabi oscillations, in particular at the start of the simulation.

To quantify to what extent the overall propagation is driven by
population transfers due to the molecular displacements, we per-
formed additional simulations at 0 K with all nuclear degrees of
freedom frozen. As shown in Fig. S18, the propagation is reduced at
0 K, and thewavepacket remainsmore localized on themolecule that
was initially excited, than at 300 K. A quadratic time-dependence of
the Mean Squared Displacement of the cavity mode contributions to
the wavepacket (Fig. S19f) furthermore suggest that the mobility at
0 K is driven by the constructive and destructive interferences of the
bright polaritonic states, which evolve with different phases
(i.e., e�iEmt=_).

The reduced mobility of the wavepacket at 0 K compared to
300K (Fig. S19) confirms that thermally activated displacements of
nuclear coordinates, which are absent at 0 K, are essential to drive
population into the bright states and sustain the propagation of the
polariton wavepacket. Thus, as during the diffusion phase observed
for on-resonant excitation, ballistic motion of bright states is con-
tinuously interrupted and restarted with different group velocities,
which makes the overall propagation appear diffusive with a Mean
Squared Displacement that depends linearly on time (Fig. 5c), in line
with experimental observations40,42.

In the perfect cavity, propagation and broadening continue
indefinitely due to the long-range ballisticmotion of states with higher
group velocities. Indeed, a small fraction at the front of the wave-
packet, which moves even faster than the maximum group velocity of
the LP (indicated by a yellow dashed line in Fig. 4c), is mostly com-
posed of higher-energy UP states. These states not only have the
highest in-plane momenta, but also relax most slowly into the dark
state manifold of the perfect cavity due to the inverse dependence of
the non-adiabatic coupling on the energy gap57. Momentum-resolved
photo-luminenscence spectra at two distances from the initial excita-
tion spot (Fig. S24) confirm that the front of the wavepacket is indeed
composed of UP states: at short distances (z = 10μm) from the exci-
tation spot (z = 5μm), the emission spectrum, accumulated over 100 fs
simulation time, closelymatches the full polaritondispersionof Fig. 1b,
displaying both the LP andUP branches. In contrast, further away from
the excitation spot (z = 20μm), the emission exclusively originates
from the higher energyUP states, suggesting that only these states can
reach the longer distance within 100 fs.

Lossy cavity. Adding a radiative decay channel for the cavity mode
excitations (γcav = 66.7 ps−1) restricts the distance over which polar-
itons propagate (Fig. 4e–g), but does not affect the overall transport
mechanism, as we also observe a linear increase of the Mean Squared

Fig. 4 | Polaritonpropagation after off-resonant excitation into the S1 state of a
single molecule located at z = 5μm. a–c: Total probability density ∣Ψ(z, t)∣2,
probability density of the molecular excitons ∣Ψexc(z, t)∣2 and of the cavity mode
excitations ∣Ψpho(z, t)∣2, respectively, as a function of distance (z, horizontal axis)
and time (vertical axis), in a cavity with perfect mirrors (i.e., γcav = 0 ps−1). The red
and yellowdashed lines indicate propagation at themaximumgroup velocity of the
lower polaritons (68μmps−1) and upper polaritons (212μmps−1), respectively.
dContributionsof themolecular excitons (black) and cavitymode excitations (red)

to ∣Ψ(z, t)∣2 as a function of time in the perfect cavity. Without cavity decay, there is
no build-up of ground state population (blue). e–g ∣Ψ(z, t)∣2, ∣Ψexc(z, t)∣2 and
∣Ψpho(z, t)∣2, respectively, as a function of distance (z, horizontal axis) and time
(vertical axis), in a lossy cavity (i.e., γcav = 66.7 ps−1). h Contributions of the mole-
cular excitons (black), and cavitymode excitations (red) to ∣Ψ(z, t)∣2 as a function of
time in the lossy cavity. The population in the ground state, created by radiative
decay through the imperfectmirrors, is plotted inblue. Source data are provided as
a Source Data file.
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Displacement with time (Fig. 5d). While the propagation in the lossy
cavity initially is very similar to that in the ideal lossless cavity, radiative
decay selectively depletes population from the propagating bright
states and the wavepacket slows down, as evidenced by the expecta-
tion value of the displacement, 〈z〉, levelling off in Fig. 5b. In addition,
since themaximumdistance awavepacket can travel in a lossy cavity is
determined by the cavity lifetime in combination with the group
velocity38, the broadening of thewavepacket is alsomore limitedwhen
cavity losses are included (Fig. 5b). Furthermore, even if dark states do
not have a significant contribution from the cavity mode excitations,
the reversible transfer of population between the dark state manifold
and the decaying bright polaritonic states, also leads to a significant
reduction of dark state population in the lossy cavity as compared to
the ideal lossless cavity (Fig. 4d, h). Nevertheless, dark states still
provide protection from cavity losses as the overall lifetime of the
photo-excited molecule-cavity system (>150 fs) significantly exceeds
that of the cavity modes (15 fs).

Comparison to experiments. In microscopy experiments relying on
off-resonant optical pumping, polariton emission is typically observed
between the excitation spot and a point several microns further
away38,40,42,46,51. While such a broad emission pattern is reminiscent of a
diffusion process, the match between the total distance over which
that emission is detected on the one hand, and the product of the
maximum LP group velocity and cavity lifetime on the other hand,
suggests ballistic propagation. The results of our simulations are thus
in qualitative agreement with such observations as also our results
suggest that, while polariton propagation appears diffusive under off-
resonant excitation conditions, the front of the wave packet propa-
gates close to the maximum group velocity of the LP branch.

Based on the analysis of our MD trajectories we propose that on
the experimentally accessible timescales, polariton propagation
appears diffusive due to reversible population transfers between sta-
tionary dark states and propagating bright states. For lossy cavities,
radiative decay of the cavity modes further slows down polariton
transport such that the excitation reaches a maximum distance before
decaying completely. Because a large fraction of the population
resides in the non-decaying dark states, the lifetime of the molecule-
cavity system is extended60, and polariton propagation can be
observed on timescales far beyond the cavity lifetime, in line with
experiment40.

Note that in our simulationswe only couple excitons to themodes
of the Fabry-Pérot cavity, whereas in experiments with micro-cavities
constitutedbymetallicmirrors, excitons can inprinciple also couple to
surface plasmon polaritons (SPPs) below the light line that are sup-
ported by these metal surfaces. While their role will depend on the
details of the set-up (e.g., the materials used, energy of the relevant
molecular excitations, etc.), we cannot rule out that reversible popu-
lation transfer between dark states and SPP-exciton polaritons also
contributes to the effective diffusion constant observed in those
experiments40,48. However, because SPPs decay exponentially away
from the metal surface, and SPP-exciton polaritons also have group
velocity, the qualitative behavior is not expected to change.

Size dependence
The Rabi splitting depends on the vacuum field strength, Ey, and the
number of molecules, N, via _ΩRabi ≈ 2μTDM � Ey

ffiffiffiffi
N

p
, with μTDM the

molecular transition dipolemoment,which for organicmolecules is on
the order of a fewDebye. Because the vacuum field strength of a cavity
is inversely proportional to the square root of the mode volume (Eq. 3

Fig. 5 | Propagation of the polaritonic wavepacket after off-resonant excita-
tion. Top panels: Expectation value of the position of the total time-dependent
wavefunction, hzi = Ψðz,tÞ� ��ẑ Ψðz,tÞ

�� �
= Ψðz,tÞjΨðz,tÞ� �

, in an ideal cavity (a,
γcav = 0 ps−1) and a lossy cavity (b, γcav = 66.7 ps−1). Theblack lines represent 〈z〉while

the shaded area around the lines represents the root mean squared deviation
(RMSD, i.e.,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hðzðtÞ � hzðtÞiÞ2i

q
). Bottom panels: Mean squared displacement (MSD,

i.e., (hðzðtÞ � zð0ÞÞ2i)) in the ideal lossless cavity (c) and the lossy cavity (d). Cyan
lines are linear fits to the MSD. Source data are provided as a Source Data file.
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in SI), the Rabi splitting scales with the molecular concentration in the
mode volume, Vcav, of the cavity, i.e., _ΩRabi /

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N=V cav

p
. Reaching the

strong coupling regime to form polaritons with organic molecules in
Fabry-Pérot cavities with mode volumes on the order of V cav /
ðλcav=nÞ3 (where λcav is the wavelength of the cavity mode and n the
refractive index), thus requires collective coupling of many molecules
(i.e., 105-108)64–66. Because the number of molecules we can include in
our simulations is much smaller due to limitations on hard- and soft-
ware, we investigated how that number affects the propagation by
repeating simulations for different N. To keep the Rabi splitting con-
stant, and hence the polariton dispersion the same, we scaled the
mode volume with N, i.e., Vcav =NVcav,0, where Vcav,0 is the mode
volume required to achieve a Rabi splitting of 325 meV with a single
Rhodamine molecule in the cavity.

With the exceptionof the smallest ensemble that lacks dark states,
we observe for all other ensemble sizes that the propagation
mechanism involves reversible population exchange between the
stationary dark state manifold and propagating polaritons
(Figs. S5–S13, SI). These additional simulations therefore underscore
the role of dark states in the propagation process and suggest that the
mechanism does not strongly depend on N. In contrast to the
mechanism, however, the rates at which these population exchanges
occur, depend on the number of molecules. Indeed, these rates are
inversely proportional to N23,62,67. Because the number of dark states
scales with N, whereas the number of polaritonic states is constant
(Fig. S4), we observe that for the larger ensembles, the fraction of
population residing within the dark state manifold is higher than for
the smaller ensembles. Such differences affect (i) the propagation
velocity (e.g., Fig. S14); (ii) the lifetime (e.g., right columns in Figs. 4 and
S11) and therefore also (iii) the distance over which the exciton-
polaritons are transferred (e.g., Figs. 5, and S11–S13).

Because the velocity is inversely proportional to N (Fig. S14), the
propagation velocity in experiments, with 105-108 molecules inside the
mode volume64–66, ismuch lower than inour simulations.Nevertheless,
because of the 1/N scaling, the effective polariton propagation velocity
approaches the lower experimental limit of 105 coupled molecules64

already around 1000 molecules. We therefore consider the results of
the simulations with 1024 Rhodamines sufficiently representative for
experiment and for providing qualitative insights into polariton pro-
pagation. Indeed, a propagation speed of 9.6μmps−1 in the cavity
containing 1024 molecules is about an order of magnitude below the
maximum group velocity of the LP (68μmps−1) in line with experi-
ments on organic microcavities40, and cavity-free polaritons43.

Summary and outlook
To conclude, we have investigated exciton transport in cavities filled
with Rhodaminemolecules bymeans of atomisticMD simulations that
not only include the details of the cavity mode structure57,58, but also
the chemical details of the material56. The results of our simulations
suggest that transport is driven by an interplay between propagating
bright polaritonic states and stationary dark states. Reversible popu-
lation exchanges between these states interrupt ballistic motion in
bright states and make the overall propagation process appear diffu-
sive. While for off-resonant excitation of the molecule-cavity system,
these exchanges are essential to transfer population from the initially
excited molecule into the bright polaritonic branches and start the
propagation process, the exchanges limit the duration of the initial
ballistic phase for on-resonant excitation. As radiative decay of the
cavity modes selectively depletes the population in bright states, bal-
listic propagation is restricted even further if the cavity is lossy.
Because dark states lack in-plane momentum, the reversible popula-
tion exchange between dark and bright states causes diffusion in all
directions. Therefore, under off-resonant excitation conditions,
the propagation direction cannot be controlled. In contrast,
because bright states carry momentum, the propagation direction in

the ballistic phase can be controlled precisely by tuning the incidence
angle and excitation wavelength under on-resonant excitation
conditions.

The rate at which population transfers between bright and dark
states depends on the non-adiabatic coupling vector, whose direction
and magnitude are determined by the Huang-Rhys factor in combi-
nation with the frequency of the Franck-Condon active vibrations62,
both of which are related to the molecular Stokes shift68. In addition,
because the non-adiabatic coupling is inversely proportional to the
energy gap62, the Stokes shift in combination with the Rabi splitting,
also determines the region on the LP branch into which population
transfers after off-resonant excitation of a single molecule69–72. We
therefore speculate that the Stokes shift can be an important control
knob for tuning the coherent propagation of polaritons.

Because our Rhodamine model features the key photophysical
characteristics of an organic dye molecule, we speculate that the
propagationmechanism observed in our simulations is generally valid
for exciton transport in strongly-coupled organic micro-cavities, in
which the absorption line width of the material exceeds the Rabi
splitting and there is a significant overlap between bright and dark
states. To confirm this, we have also performed simulations of exciton
transport in cavities containing Tetracene and Methylene Blue and
observed that the propagation mechanism remains the same
(Figs. S25–S30, Supplementary Movies 10–12 and 46–48). Future work
will be aimed at investigating how the propagation can be controlled
by tuningmolecular parameters, temperature, Rabi splitting (Fig. S23),
or cavity Q-factor73. Because we include the structural details of both
cavity and molecules, our simulations, which are in qualitative agree-
ment with experiments, could be used to systematically optimize
molecule-cavity systems for enhancing energy transfer.

Methods
Multiscale Tavis-Cummings simulation model
We used the multi-scale Tavis-Cummings model, introduced by Luk
et al.56, and extended to the multiple modes of a one-dimensional (1D)
Fabry-Pérot micro-cavity58 by Tichauer et al.57, to perform molecular
dynamics (MD) simulations of 1024 solvated Rhodamine molecules
strongly coupled to the confined light modes of a 1D Fabry-Pérot
micro-cavity, shown in Fig. S158. In this model, we apply the Born-
Oppenheimer approximation to separate the nuclear degrees of free-
dom, which we treat classically, from the electronic degrees of free-
dom and the cavity modes. Within the single-excitation subspace,
probed experimentally under weak driving conditions, and employing
the rotating wave approximation (RWA), valid for light-matter cou-
pling strengths below 10% of the material excitation energy74, we
model the electronic plus cavity mode degrees of freedom with the
Tavis-Cummingsmodel of QuantumOptics75,76. In the long-wavelength
approximation, the interaction between the molecular excitons and
the cavity modes are modeled as the inner products between the
transition dipole moments and the vacuum field associated with an
excitation of the Fabry-Pérot cavity modes. The multi-scale Tavis-
Cummings model is described in our previous works56,57,60, and we
provide a concise summary of the details relevant to this work in
Section 1 of the SI.

Rhodamine model
The electronic ground state (S0) of the Rhodamine molecules was
modeled at the hybrid Quantum Mechanics / Molecular Mechanics
(QM/MM) level77,78, using the restricted Hartree-Fock (HF) method in
combination with the 3-21G basis set79 for the QM subsystem, which
contains the fused rings of the molecule. The MM subsystem, con-
sisting of the rest of the molecule and 3,684 TIP3P waters80, was
modeled with the Amber03 force field81. The first electronic excited
state (S1) of the QM region was modeled with Configuration Interac-
tion, truncated at single electron excitations (CIS/3-21G//Amber03). At
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this level of theory, the excitation energy of Rhodamine is 4.18 eV,
which is significantly overestimated with respect to experiments. This
discrepancy is due to the limited size of the basis set and the neglect of
electron-electron correlation in the ab initio methods we used. While
including electron-electron correlation into the description of the QM
region improves the vertical excitation energy, we show in the SI that
this does not significantly change the topology of the relevant
potential energy surfaces (Fig. S3), which determines the molecular
dynamics. Further details of the Rhodamine simulation setup, as well
as the full details of additional simulations of Tetracene in cyclohexane
and of Methylene Blue in water, are provided in the SI.

Molecular dynamics of Rhodamine-cavity systems
Cavitymodel. After a 200ns equilibration at the forcefield level, and a
further 100 ps equilibration at the QM/MM level, the 1024 Rhodamine
molecules were placed with equal inter-molecular distances on the z-
axis of a periodic 1D cavity35,58 of length Lz = 50μm, where z indicates
the in-plane direction (i.e., parallel to the mirrors). With a distance of
Lx = 163 nm between the mirrors (cavity width), where x indicates the
out-of-plane direction (i.e., perpendicular to the mirrors), the funda-
mental mode of the cavity has an energy of ℏω0 = 3.81 eV at normal
incidence (i.e., kz =0) and hence its dispersion is red-detuned with
respect to the molecular excitation energy at 4.18 eV (horizontal

dashed white line in Fig. 1b). The dispersion, ωcavðkz Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω2

0 + c
2k2

z=n2
q

(dot-dashed white line in Fig. 1b), was modeled with 160 modes
(0 ≤ p ≤ 159 for kz = 2πp/Lz, with c the speed of light and n the refractive
index)35. With a cavity vacuum field strength of 0.26 MVcm−1, the Rabi
splitting, defined as the energy difference between the bright lower
(LP) and upper polariton (UP) branches at the wave-vector kres

z where
the cavity dispersionmatches themolecular excitation energy (Fig. 1b),
was ~ 325 meV. While the choice for a 1D cavity model with only posi-
tive kz vectors was motivated by the necessity to keep our simulations
computationally tractable, it precludes the observation of elastic
scattering events that would change the direction (i.e., in-plane
momentum, ℏk) of propagation. Furthermore, with only positive kz
vectors, polaritonmotion is restricted to the + zdirection, butwe show
in the SI (Fig. S15) that this assumption does not affect our conclusions
about the transport mechanism. To maximize the collective light-
matter coupling strength, the transition dipole moments of the Rho-
damine molecules were aligned to the vacuum field at the start of the
simulation. The same starting coordinates were used for all Rhoda-
mines, but different initial velocities were selected randomly from a
Maxwell-Boltzmann distribution at 300K. We checked that adding
disorder by randomly selecting configurations from the equilibrium
QM/MM trajectory, or by randomly placing molecules on the z-axis,
does not affect the conclusions of our work (Figs. S21 and 22).

Mean-field molecular dynamics. Ehrenfest MD trajectories were
computed by numerically integrating Newton’s equations of motion
using a leap-frog algorithm with a 0.1 fs timestep82. The multi-mode
Tavis-Cummings Hamiltonian (Eq. 4 in SI) was diagonalized at each
time-step to obtain the (adiabatic) polaritonic eigenstates75,76:

ψm
�� �

=
XN
j

βm
j σ̂

+
j +

Xnmode

p

αm
p â

y
p

 !����S10S20::SN�1
0 SN0

���0� ð1Þ

with eigenenergies Em. Here, jS10S20::SN�1
0 SN0 ij0i represents the wave

function of the molecule-cavity system in the ground state, in which
neither the molecules, nor the cavity modes are excited. The creation
operators σ̂ +

j = jSj1ihSj0j and ây
p = j1pih0pj excite molecule j and cavity

mode pwith in-planemomentum kz = 2pπ/Lz, respectively. The β
m
j and

αm
p expansion coefficients thus reflect the contribution of the

molecular excitons (jSj1i) and of the cavity mode excitations (j1pi) to
polariton jψmi.

The total wavefunction, ΨðtÞ
�� �

, was coherently propagated along
with the classical degrees of freedom of the molecules as a time-
dependent superposition of the polaritonic eigenstates:

ΨðtÞ
�� �

=
X
m

cmðtÞ ψm
�� �

ð2Þ

where cm(t) are the time-dependent expansion coefficients of the time-
independent eigenstates jψmi. A unitary propagator in the local
diabatic basis was used to integrate these coefficients83, while the
nuclear degrees of freedom of the molecules were evolved on the
mean-field potential energy surface.

Results reported in this work were obtained as averages over at
least two trajectories. For all simulations we used Gromacs 4.5.384, in
which the multi-mode Tavis-Cummings QM/MM model was
implemented57, in combination with Gaussian1685. Further details of
the simulations, including other ensemble sizes for the Rhodamine-
cavity systems, and different molecules, i.e., Tetracene and Methylene
Blue (Fig. S2), are provided in the SI.

Excitation conditions. Resonant excitation into the LP branch by a
short broad-band laser pulse, as often used in time-resolved
experiments34,43,47, was modeled by preparing a Gaussian wavepacket
of LP states centered atℏω = 3.94 eVwhere the group velocity of the LP
branch is highest, and with a bandwidth of σ =0.707μm−1 35. Thus, the
expansion coefficients of the wave function, Ψðt =0Þ

�� �
(Eq. 2), were

initiated as

cmðt =0Þ=
ζ

2π3

� �1
4

exp½�ζ ðkm
z � kcÞ

2� ð3Þ

with ζ = 10−12m2 characterizing the width of the wavepacket and km
z the

expectation value of the in-plane momentum of polariton ψm

�� �
(i.e., hkm

z i=
Pnmode

p jαm
p j2kz,p=

Pnmode
p jαm

p j2).
Experimentally, an off-resonant excitation in a molecule-cavity

system is achieved by optically pumping a higher-energy electronic
state of the molecules38,40,42,51, which then rapidly relaxes into the
lowest energy excited state (S1) according to Kasha’s rule63. We
therefore modeled off-resonant photo-excitation by starting the
simulations directly in the S1 state of a single molecule, located at
z = 5μm in the cavity. This was achieved by initiating the expansion
coefficients of the wave function (Eq. 2) as cmðt =0Þ=βm

j . A more
detailed derivation of these initial conditions is provided in the SI.

We assume that the intensity of the excitation pulse in both cases
is sufficiently weak for the system to remain within the single-
excitation subspace in our simulations. We thus exclude multi-photon
absorption and model the interaction with the pump pulse as an
instantaneous absorption of a single photon.

Cavity lifetime. Because the light-confining structures used in pre-
vious experiments (e.g., Fabry-Pérot cavities34,40,47,48, Bloch surface
waves38,42,51, or plasmonic lattices41,46,54) span a wide range of quality
factors (Q-factors), we also investigated the effect of the cavity mode
lifetime on the transport by performing simulations in an ideal
lossless cavity with no photon decay (i.e., γcav = 0 ps−1), and a lossy
cavity with decay rate of 66.7 ps−1. This decay rate corresponds to a
lifetime of 15 fs, which is in the same order of magnitude as the 2–15
fs lifetimes reported for metallic Fabry-Pérot cavities in
experiments40,86–88. Cavity losses were modeled as a first-order decay
of population from eigenstates with contributions from cavity mode
excitations. Assuming that the intrinsic decay rates γcav are the same
for all modes, the total loss rate of an eigenstate, ψm

�� �
, is calculated

as the product of γcav and the total photonic weight,
P

pjαm
p j2, of that

eigenstate.
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In addition to cavity loss, also internal conversion via the conical
intersection seam between the S1 and S0 potential energy
surfaces89 can provide a decay channel for the excitation. However,
because in our Rhodamine model the minimum energy conical inter-
section is 1.3 eV higher in energy than the vertical excitation (Supple-
mentary Table 1 in SI) and is therefore unlikely to be reached on the
timescale of our simulations, we neglect internal conversion processes
altogether.

Wavefunction analysis
To monitor the propagation of the wavepacket, we plotted the prob-
ability density of the total time-dependent wave function ∣Ψ(t)∣2 at the
positions of the molecules, zj, as a function of time (Figs. 2 and 4). We
thus represent the density as a discrete distribution at grid points that
correspond to the molecular positions, rather than a continuous dis-
tribution. In addition to the total probability density, ∣Ψ(t)∣2, we also
plotted the probability densities of the excitonic ∣Ψexc(t)∣2 and photo-
nic ∣Ψpho(t)∣2 contributions separately (b, f and c, g, respectively, of
Figs. 2 and 4).

The amplitude of ΨexcðtÞ
�� �

at position zj in the 1D cavity (with
zj = (j − 1)Lz/N for 1 ≤ j ≤N) is obtained by projecting the excitonic basis
state in whichmolecule j at position zj is excited (jϕji= σ̂ +

j jϕ0i), on the
total wave function (Eq. 2):

Ψexcðzj,tÞ
��� E

= σ̂ +
j ϕ0

�� �
ϕ0

� ��σ̂j ΨðtÞ
�� �

=
XN +nmode

m

cmðtÞβm
j σ̂

+
j ϕ0

�� � ð4Þ

where the βm
j are the expansion coefficients of the excitonic basis

states in polaritonic state ψm
�� �

(Eq. 1) and cm(t) the time-dependent
expansion coefficients of the total wavefunction ΨðtÞ

�� �
(Eq. (2)).

The cavity mode excitations are described as plane waves that are
delocalized in real space. We therefore obtain the amplitude of the
cavity modes in polaritonic eigenstate ψm

�� �
at position zj by Fourier

transforming the projection of the cavity mode excitation basis states,
in which cavity mode p is excited ( ϕp

��� E
= ây

p ϕ0

�� �
):

ψm
phoðzjÞ

��� E
=FT �1

Xnmode

p

ây
p ϕ0

�� �
ϕ0

� ��âp ψm
�� �" #

=
1ffiffiffiffi
N

p
Xnmode

p

αm
p e

i2πzjpây
p ϕ0

�� � ð5Þ

where the αm
p are the expansion coefficients of the cavity mode exci-

tations in polaritonic state ψm
�� �

(Eq. 1) and we normalize by 1=
ffiffiffiffi
N

p

rather than 1=
ffiffiffiffiffi
Lz

p
, aswe represent thedensity on the grid ofmolecular

positions. The total contribution of the cavity mode excitations to the
wavepacket atposition zj at time t is thenobtained as theweighted sum
over the Fourier transforms:

Ψphoðzj,tÞ
��� E

=
XN +nmode

m

cmðtÞ×FT �1
Xnmode

p

ây
p ϕ0

�� �
ϕ0

� ��âp ψm
�� �" #

=
XN +nmode

m

cmðtÞ
1ffiffiffiffi
N

p
Xnmode

p

αm
p e

i2πzjpây
p ϕ0

�� � ð6Þ

with cm(t) the time-dependent expansion coefficients of the adiabatic
polaritonic states ψm

�� �
in the total wavefunction ΨðtÞ

�� �
(Eq. 2).

Data availability
All data, including simulations models, input files, trajectories and
structures, analysis scripts and programs, including raw data, are
available for download from IDA - Research Data Storage90. Source
data are provided with this paper.

Code availability
The GROMACS-4.5.3 fork, in which the multi-scale Tavis-Cummings
model used in this work, was implemented, is available for download
from GitHub91.

References
1. Croce, R. & Amerongen, H. V. Natural strategies for photosynthetic

light harvesting. Nat. Chem. Biol. 10, 492–501 (2014).
2. Mikhnenko,O. V., Blom, P.W.M.&Nguyen, T.-Q. Excitondiffusion in

organic semiconductors. Energy Environ. Sci. 8, 1867–1888 (2015).
3. Cao, H. et al. Recent progress in degradation and stabilization of

organic solar cells. J. Power Sources 264, 168–183 (2014).
4. Rafique, S., Abdullah, S. M., Sulaiman, K. & Iwamoto, M. Funda-

mentals of bulk heterojunction organic solar cells: an overview of
stability/degradation issues and strategies for improvement.
Renew. Sust. Energ. Rev. 84, 43–53 (2018).

5. Akselrod, G. M. et al. Visualization of exciton transport in ordered
and disordered molecular solids. Nat. Comm. 5, 3646 (2014).

6. Sneyd, A. et al. Efficient energy transport in an organic semi-
conductormediated by transient exciton delocalization.Sci. Adv. 7,
eabh4232 (2021).

7. Kong, F. F. et al. Wavelike electronic energy transfer in donor-
acceptor molecular systems through quantum coherence. Nat.
Nanotechnol. 17, 729–736 (2022).

8. Sneyd, A. J., Beljonne,D.&Rao,A.Anew frontier in exciton transport:
transient delocalization. J. Chem. Phys. Lett. 13, 6820–6830 (2022).

9. Feist, J. & Garcia-Vidal, F. J. Extraordinary exciton conductance
induced by strong coupling. Phys. Rev. Lett. 114, 196402 (2015).

10. Schachenmayer, J., Genes, C., Tignone, E. & Pupillo, G. Cavity
enhanced transport of excitons. Phys. Rev. Lett. 114, 196403 (2015).

11. Wellnitz, D., Pupillo, G. & Schachenmayer, J. Disorder enhanced
vibrational entanglement and dynamics in polaritonic chemistry.
Comm. Phys. 5, 120 (2022).

12. Skolnick, M. S., Fisher, T. A. & Whittaker, D. M. Strong coupling
phenomena in quantum microcavity structures. Semicond. Sci.
Technol. 13, 645–669 (1998).

13. Litinskaya, M., Reineker, P. & Agranovich, V. M. Exciton-polaritons in
organic microcavities. J. Lumin. 119, 277–282 (2006).

14. Törmä, P. &Barnes,W. L. Strongcouplingbetween surfaceplasmon
polaritons and emitters: a review. Rep. Prog. Phys. 78,
013901 (2015).

15. Ribeiro, R. F., Martinéz-Martinéz, L. A., Du, M., Campos-Gonzalez-
Angule, J. &Yuen-Zhou, J. Polaritonchemistry: controllingmolecular
dynamics with optical cavities. Chem. Sci. 9, 6325–6339 (2018).

16. Hertzog, M., Wang, M., Mony, J. & Börjesson, K. Strong light–matter
interactions: a new direction within chemistry. Chem. Soc. Rev. 48,
937–961 (2019).

17. Garcia-Vidal, F. J., Ciuti, C. & Ebbessen, T. W. Manipulating matter
by strong coupling to vacuum fields. Science 373, 336 (2021).

18. Fregoni, J., Garcia-Vidal, F. J. & Feist, J. Theoretical challenges in
polaritonic chemistry. ACS Photon. 9, 1096–1107 (2022).

19. Ruggenthaler, M., Sidler, D. & Rubio, A. Understanding polaritonic
chemistry from ab initio quantum electrodynamics. arXiv https://
doi.org/10.48550/arXiv.2211.04241 (2022).

20. Rider, M. S. & Barnes, W. L. Something from nothing: linking
molecules with virtual light. Contemp. Phys. 62, 217–232 (2022).

21. Agranovich, V. M., Litinskaia, M. & Lidzey, D. G. Cavity polaritons in
microcavities containing disordered organic semiconductors. Phys.
Rev. B 67, 085311 (2003).

22. Litinskaya, M., Reineker, P. & Agranovich, V. M. Fast polariton
relaxation in strongly coupled organic microcavities. J. Lumin. 110,
364–372 (2004).

23. del Pino, J., Feist, J. & Garcia-Vidal, F. J. Quantum theory of collec-
tive strong coupling of molecular vibrations with a microcavity
mode. N. J. Phys. 17, 053040 (2015).

Article https://doi.org/10.1038/s41467-023-42067-y

Nature Communications |         (2023) 14:6613 9

https://doi.org/10.48550/arXiv.2211.04241
https://doi.org/10.48550/arXiv.2211.04241


24. Coles, D. M. et al. Polariton-mediated energy transfer between
organic dyes in a strongly coupled optical microcavity. Nat. Mater.
13, 712–719 (2014).

25. Zhong, X. et al. Non-radiative energy transfer mediated by hybrid
light-matter states. Angew. Chem. Int. Ed. 55, 6202–6206 (2016).

26. Zhong, X. et al. Energy transfer between spatially separated
entangledmolecules.Angew.Chem. Int. Ed.56, 9034–9038 (2017).

27. Georgiou, K. et al. Control over energy transfer between fluor-
escent bodipy dyes in a strongly coupledmicrocavity. ACS Photon.
5, 258–266 (2018).

28. Groenhof, G. & Toppari, J. J. Coherent light harvesting through
strong coupling to confined light. J. Phys. Chem. Lett. 9,
4848–4851 (2018).

29. Xiang, B. et al. Intermolecular vibrational energy transfer enabled
by microcavity strong light-matter coupling. Science 368,
665–667 (2020).

30. Georgiou, K., Jayaprakash, R., Othonos, A. & Lidzey, D. G. Ultralong-
range polariton-assisted energy transfer in organic microcavities.
Angew. Chem. Int. Ed. 60, 16661–16667 (2021).

31. Son,M. et al. Energy cascades in donor-acceptor exciton-polaritons
observed by ultrafast two- dimensional white-light spectroscopy.
Nat. Comm. 13, 7305 (2022).

32. Engelhardt, G. & Cao, J. Unusual dynamical properties of dis-
ordered polaritons in microcavities. Phys. Rev. B 105,
064205 (2022).

33. Bhatt, P., Dutta, J., Kaur, K. & George, J. Long-range energy transfer
in strongly coupled donor-acceptor phototransistors. Nano. Lett.
23, 5004—5011 (2023).

34. Freixanet, T., Sermage, B., Tiberj, A. & Planel, R. In-plane propaga-
tion of excitonic cavity polaritons. Phys. Rev. B 61, 7233 (2000).

35. Agranovich, V. M. & Gartstein, Y. N. Nature and dynamics of low-
energy exciton polaritons in semiconductor microcavities. Phys.
Rev. B 75, 075302 (2007).

36. Litinskaya, M. Propagation and localization of polaritons in dis-
ordered organic microcavities. Phys. Lett. A 372,
3898–3903 (2008).

37. Michetti, P. & Rocca, G. C. L. Polariton dynamics in disordered
microcavities. Phys. E 40, 1926–1929 (2008).

38. Lerario, G. et al. High-speed flow of interacting organic polaritons.
Light Sci. Appl. 6, e16212 (2017).

39. Myers, D. M., Mukherjee, S., Beaumariage, J. & Snoke, D. W.
Polariton-enhanced exciton transport. Phys. Rev. B 98,
235302 (2018).

40. Rozenman, G. G., Akulov, K., Golombek, A. & Schwartz, T. Long-
range transport of organic exciton-polaritons revealed by ultrafast
microscopy. ACS Photon. 5, 105–110 (2018).

41. Zakharko, Y. et al. Radiative pumping and propagation of
plexcitons in diffractive plasmonic crystals. Nano. Lett. 18,
4927–4933 (2018).

42. Hou, S. et al. Ultralong-range energy transport in a disordered
organic semiconductor at room temperature via coherent exciton-
polariton propagation. Adv. Mater. 32, 2002127 (2020).

43. Pandya, R. et al. Microcavity-like exciton-polaritons can be the pri-
mary photoexcitation in bare organic semiconductors. Nat. Com-
mun. 12, 6519 (2021).

44. Wurdack, M. et al. Motional narrowing, ballistic transport, and
trapping of room-temperature exciton polaritons in an atomically-
thin semiconductor. Nat. Comm. 12, 5366 (2021).

45. Ferreira, B., Rosati, R. & Malic, E. Microscopic modeling of exciton-
polariton diffusion coefficients in atomically thin semiconductors.
Phys. Rev. Mat. 6, 034008 (2022).

46. Berghuis, M. A. et al. Controlling exciton propagation in organic
crystals through strong coupling to plasmonic nanoparticle arrays.
ACS Photon. 9, 123 (2022).

47. Pandya, R. et al. Tuning the coherent propagation of organic
exciton-polaritons through dark state delocalization. Adv. Sci. 9,
2105569 (2022).

48. Xu, D. et al. Ultrafast imagingof coherent polariton propagation and
interactions. Nat. Comm. 14, 3881 (2023).

49. Ribeiro, R. F. Multimode polariton effects on molecular energy
transport and spectral fluctuations. Comm. Chem. 5, 48 (2022).

50. Allard, T. F. & Weick, G. Disorder-enhanced transport in a chain of
lossy dipoles strongly coupled to cavity photons. Phys. Rev. B 106,
245424 (2022).

51. Balasubrahmaniyam,M., Simkovich, A., Golombek, A., Ankonina, G.
& Schwartz, T. Unveiling the mixed nature of polaritonic transport:
Fromenhanced diffusion to ballisticmotion approaching the speed
of light. Nat. Mater. 22, 338–344 (2023).

52. Aroeira, G. J. R., Kairys, K. & Ribeiro, R. F. Theoretical analysis of
exciton wave packet dynamics in polaritonic wires. J. Phys. Chem.
Lett. 14, 5681–5691 (2023).

53. Engelhardt, G. & Cao, J. Polariton localization and dispersion
properties of disordered quantum emitters in multimode micro-
cavities. Phys. Rev. Lett. 130, 213602 (2023).

54. Jin, L. et al. Enhanced two-dimensional exciton propagation via
strong light-matter coupling with surface lattice plasmons. ACS
Photon. 10, 1983–1991 (2023).

55. Dähne, L., Biller, E. & Baumgärtel, H. Polariton-induced color tuning
of thin dye layers. Angew. Chem. Int. Ed. 37, 646–649 (1998).

56. Luk, H. L., Feist, J., Toppari, J. J. &Groenhof, G.Multiscalemolecular
dynamics simulations of polaritonic chemistry. J. Chem. Theory
Comput. 13, 4324–4335 (2017).

57. Tichauer, R. H., Feist, J. & Groenhof, G. Multi-scale dynamics
simulations of molecular polaritons: the effect of multiple cavity
modes on polariton relaxation. J. Chem. Phys. 154, 104112 (2021).

58. Michetti, P. & Rocca, G. C. L. Polariton states in disordered organic
microcavities. Phys. Rev. B. 71, 115320 (2005).

59. Georgiou, K. et al. Generation of anti-stokes fluorescence in a
strongly coupled organic semiconductor microcavity. ACS Photon.
5, 4343–4351 (2018).

60. Groenhof, G., Climent, C., Feist, J., Morozov, D. & Toppari, J. J.
Tracking polariton relaxation with multiscale molecular dynamics
simulations. J. Chem. Phys. Lett. 10, 5476–5483 (2019).

61. Takahashi, S. & Watanabe, K. Decoupling from a thermal bath via
molecular polariton formation. J. Phys. Chem. Lett. 11,
1349–1356 (2020).

62. Tichauer, R.H.,Morozov, D., Sokolovskii, I., Toppari, J. J. &Groenhof,
G. Identifying vibrations that control non-adiabatic relaxation of
polaritons in strongly coupled molecule-cavity systems. J. Phys.
Chem. Lett. 13, 6259–6267 (2022).

63. Kasha, M. Characterization of electronic transitions in complex
molecules. Disc. Farad. Soc. 9, 14–19 (1950).

64. Houdré, R., Stanley, R. P. & Ilegems,M.Vacuum-field rabi splitting in
the presence of inhomogeneous broadening: resolution of a
homogeneous linewidth in an inhomogeneously broadened sys-
tem. Phys. Rev. A 53, 2711–2715 (1996).

65. Eizner, E., Martínez-Martínez, L. A., Yuen-Shou, J. & Kéna-Cohen, S.
Inverting singlet and triplet excited states using strong light-matter
coupling. Sci. Adv. 5, aax4482 (2019).

66. Martínez-Martínez, L. A., Eizner, E., Kéna-Cohen, S. & Yuemn-Zhou,
K. Triplet harvesting in the polaritonic regime: a variational polaron
approach. J. Chem. Phys. 151, 054106 (2019).

67. Pérez-Sánchez, J. B., Koner, A., Stern, N. P. & Yuen-Zhou, J. Simulating
molecular polaritons in the collective regime using few-molecule
models. Proc. Natl Acad. Sci. USA. 120, e2219223120 (2023).

68. de Jong, M., Seijo, L., Meijerink, A. & Rabouw, F. T. Resolving the
ambiguity in the relation between stokes shift and huang-rhys
parameter. Phys. Chem. Chem. Phys. 17, 16959–16969 (2015).

Article https://doi.org/10.1038/s41467-023-42067-y

Nature Communications |         (2023) 14:6613 10



69. Grant, R. T. et al. Efficient radiative pumping of polaritons in a
strongly coupled microcavity by a fluorescent molecular dye. Adv.
Opt. Mater. 4, 1615–1623 (2016).

70. Baieva, S., Hakamaa, O., Groenhof, G., Heikkilä, T. T. & Toppari, J. J.
Dynamics of strongly coupled modes between surface plasmon
polaritons and photoactivemolecules: the effect of the stokes shift.
ACS Photon. 4, 28–37 (2017).

71. Lüttgens, J. M., Berger, F. J. & Zaumseil, J. Population of exciton-
polaritons via luminescent sp3 defects in single-walled carbon
nanotubes. ACS Photon. 8, 182–193 (2021)..

72. Hulkko, E. et al. Effect of molecular stokes shift on polariton
dynamics. J. Chem. Phys. 154, 154303 (2021).

73. Tichauer, R. H., Sokolovskii, I. & Groenhof, G. Tuning coherent
propagation of organic exciton-polaritons through the cavity
q-factor. Adv. Sci. https://onlinelibrary.wiley.com/doi/10.1002/
advs.202302650 (2023).

74. Forn-Díaz, P., Lamata, L., Rico, E., Kono, J. & Solano, E. Ultrastrong
coupling regimes of light-matter interaction. Rev. Mod. Phys. 91,
025005 (2019).

75. Jaynes, E. T. & Cummings, F. W. Comparison of quantum and
semiclassical radiation theorieswith application to thebeammaser.
Proc. IEEE 51, 89–109 (1963).

76. Tavis, M. & Cummings, F. W. Approximate solutions for an
n-molecule radiation-field Hamiltonian. Phys. Rev. 188,
692–695 (1969).

77. Warshel, A. & Levitt, M. Theoretical studies of enzymatic reactions:
dielectric, electrostatic and steric stabilization of carbonium ion in
the reaction of lysozyme. J. Mol. Biol. 103, 227–249 (1976).

78. Groenhof, G. Introduction to qm/mm simulations. Meth. Mol. Biol.
924, 12489–12491 (2013).

79. Ditchfield, R., Hehre, W. J. & Pople, J. A. Self-consistent molecular-
orbitalmethods. ix. an extendedGaussian-type basis formolecular-
orbital studies of organic molecules. J. Chem. Phys. 54,
724–728 (1971).

80. Jorgensen, W. L., Chandrasekhar, J., Madura, J. D., Impey, R. W. &
Klein, M. L. Comparison of simple potential functions for simulatin
liquid water. J. Chem. Phys. 79, 926–935 (1983).

81. Duan, Y. et al. A point-charge force field for molecular mechanics
simulations of proteins based on condensed-phase quantum
mechanical calculations. J. Comput. Chem. 24, 1999–2012 (2003).

82. Verlet, L. Computer “experiments" on classical fluids. i. thermo-
dynamical properties of Lennard-jones molecules. Phys. Rev. 159,
98–103 (1967).

83. Granucci, G., Persico, M. & Toniolo, A. Direct semiclassical simula-
tion of photochemical processes with semiempirical wave func-
tions. J. Chem. Phys. 114, 10608–10615 (2001).

84. Hess, B., Kutzner, C., van der Spoel, D. & Lindahl, E. Gromacs 4:
Algorithms for highly efficient, load-balanced, and scalable mole-
cular simulation. J. Chem. Theory Comput. 4, 435–447 (2008).
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