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Organic polaritons enable local vibrations to drive long-range energy transfer
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Long-range energy transfer in organic molecules has been experimentally obtained by strongly coupling their
electronic excitations to a confined electromagnetic cavity mode. Here, we shed light into the polariton-mediated
mechanism behind this process for different configurations: donor and acceptor molecules either intermixed or
physically separated. We numerically address the phenomenon by means of Bloch-Redfield theory, which allows
us to reproduce the effect of complex vibrational reservoirs characteristic of organic molecules. Our findings
reveal the key role played by the middle polariton as the nonlocal intermediary in the transmission of excitations
from donor to acceptor molecules. We also provide analytical insights on the key physical magnitudes that help
to optimize the efficiency of the long-range energy transfer.
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Energy transfer is crucial in the process of photosynthesis
in biological complexes [1–3]. In recent years, fundamen-
tal research on this phenomenon has also led to the pro-
posal of optoelectronic devices mimicking it for different
functionalities [4,5]. In these systems, the exciton transmission
from one organic molecule to another relies on their short-
range dipole-dipole interaction, often described by Förster
theory [6]. This restricts the efficiency of the process to nano-
metric distances. However, by modifying the electromagnetic
environment of the molecules, several experimental studies
[7,8] have shown that it is possible to extend the range of energy
transfer to tens of nanometers.

On the other hand, very recent experimental and theoretical
works have demonstrated that when a collection of organic
molecules is strongly coupled to an electromagnetic mode
[9–13], their chemical [14–18] and material [19–21] properties
can be tailored. Regarding the energy transfer process, it has
been also shown that it is feasible to enhance its efficiency
by taking advantage of the phenomenon of collective strong
coupling [22,23]. This gives rise to spatially extended hybrid
light-matter states (i.e., polaritons), which can be utilized to
extend the range of energy transfer to length scales comparable
to the optical wavelength of the cavity mode (hundreds of
nanometers) [24–27].

In this Rapid Communication, we present a theoretical
description of this nonlocal energy transfer—beyond nearest-
neighbor interactions—taking place between two sets of
organic molecules (donors and acceptors) strongly coupled to
a cavity mode. The use of the Bloch-Redfield theory allows
us to introduce the effect of vibrational reservoirs, which act
as an effective vehicle for the excitation transmission from
donor to acceptor molecules. The prevailing decay path turns
out to involve the so-called middle polaritons, whose mixed
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composition of donor and acceptor states enables the energy
transfer.

Figure 1 sketches our model system. It is composed of two
collections of quantum emitters, ND donors and NA acceptors,
between which the energy transfer is sought. Both donors
and acceptors are treated as two-level systems with transition
frequencies ωD and ωA, respectively. They are placed, either
intermixed (top panel) or separated by an intermediate wall of
width d (bottom panel), inside an optical cavity which supports
a single mode of frequency ωC. In the first configuration,
which tries to mimic the experimental setups analyzed in
Refs. [22,23], the couplinggn between thenth molecule and the
electromagnetic mode is assumed to follow the spatial profile
of the fundamental cavity mode. In the second scenario, gn

presents a dependence dictated by the second cavity mode
(note that the coupling strength profile exhibits a node at
the position of the dividing barrier). In this way, we match
the experimental configuration reported in Ref. [24]. The
Hamiltonian describing these two hybrid systems within the
rotating wave approximation is given by

Hexc = ωCa†a +
ND∑

n=1

ωDσ z
n +

NA∑

n=1

ωAσ z
n

+
ND+NA∑

n=1

gn(a†σn + aσ †
n ), (1)

where a† and a are the bosonic operators for the cavity
mode, and σ

†
n and σn are the fermionic operators for the nth

molecule (σ z
n ≡ [σ †

n ,σn]/2). Notice that, within this approach,
we disregard dipole-dipole coupling between molecules as
its contribution to exciton transport is negligible when the
polariton-mediated mechanism is fully operative [20].

Figure 2(a) shows the eigenenergies obtained from the
diagonalization of Hexc parametrized in accordance with the
physical magnitudes reported in Ref. [24]. Specifically, in
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FIG. 1. Scheme of the configurations under study, where the
molecules are placed in the cavity either intermixed (top) or separated
by a dividing wall (bottom), with the set of parameters characterizing
the model.

our study, donor and acceptor molecules are characterized
by transition frequencies ωD = 2.1 eV and ωA = 1.88 eV,
respectively, and the cavity mode is tuned to be at resonance
with ωD. The eigenenergies are plotted as a function of the Rabi

frequency, �R ≡ (
∑ND

n=1 g2
n)

1/2
. It is important to notice that the

eigenenergies only depend on �R and not on the particular set
of gn. Therefore, Fig. 2(a) is valid for both the intermixed and
physically separated molecular arrangements. The energies
of the upper (UP), middle (MP), and lower (LP) polaritons
are depicted in blue, green, and yellow, respectively. Together
with these three hybrid light-matter states, there appear ND − 1
(NA − 1) dark superpositions of donor (acceptor) states. These
constitute the D and A subspaces, degenerate at the energies
of the bare donor (gray dashed-dotted line) and acceptor (gray
dashed line) bare molecules, respectively.

The cavity and matter components of each polariton are
plotted in Fig. 2 as a function of the Rabi splitting [Fig. 2(b)]
and the cavity frequency [Fig. 2(c)]. The Hopfield coefficients
bαι (where ι = C, D, or A) describe the contents of the cavity
(C), donor (D), and acceptor (A) in the state α of the polariton
basis (UP, MP, and LP). For the set of parameters considered,
the UP branch mainly results from the hybridization of the
cavity and donor molecules, while the LP branch is composed
mostly of acceptor states mixed with the optical field. This
is why UP and LP are essentially identified with donor and
acceptor molecules, respectively, although the presence of

FIG. 2. (a) Energies of the UP (blue), MP (green), and LP (yellow)
as a function of the Rabi frequency �R. Dashed and dashed-dotted
lines stand for the donor and acceptor energies and their associated
dark states D and A. (b), (c) Coefficients representing the cavity
(green), donor (blue), and acceptor (red) components of the LP (left),
MP (center), and UP (right) as a function of the Rabi frequency �R for
ωC = 2.1 eV in (b), and the cavity frequency ωC with �R = 0.16 eV
in panels (c).

other components should not be overlooked. On the contrary,
the MP branch contains a mixture of states in which both
types of molecules have similar weights, which has profound
implications for long-range energy transfer.

In order to study polariton-mediated energy transfer in
the systems depicted in Fig. 1, our description must go
beyond Eq. (1). First, we need to add a new term in the
Hamiltonian HP = �P(a†e−iωPt + aeiωP t ), accounting for the
coherent pumping of the optical cavity by a laser of frequency
ωP and driving strength �P. Within an open quantum system
treatment based on solving the master equation for the density
matrix, we describe the dissipation experienced by molecular
excitations due to their internal vibronic structure by means of
the general Bloch-Redfield approach [28–30]. This requires
the inclusion of spectral densities Sn(ω) characterizing the
local vibrational reservoir of each molecule n. Finally, radiative
losses associated with donors and acceptors (with decay rates
γD and γA, respectively), as well as cavity losses (with decay
rate κ), are modeled by means of Lindblad superoperators
[31,32].

We consider a simplified system in our numerical simula-
tions. It consists of ND = 16 donors and NA = 16 acceptors
extended over a length of 100 nm and separated by a wall
of d = 10 nm. The molecules are coupled to a cavity mode
with a Rabi splitting �R = 0.16 eV, with gn following the
spatial profile of the second cavity mode. The (nonradiative
and radiative) losses of the cavity are set to κ = 0.01 eV, and
the radiative losses of the molecules are γD,γA = 1.3 μeV,
which are typical values for organic molecules. The laser is
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FIG. 3. (a) Transfer efficiency T for ND = 16 donors and NA = 16 acceptors, coupled such that the Rabi splitting is �R = 0.16 eV, when
varying the center frequencies ωvA and ωvD of the Lorentzians representing the thermal bath associated with donor and acceptor molecules,
respectively. The corresponding transitions are marked by arrows on the top and right edges. (b) Level scheme of the polaritons (as well as the
two sets of dark states D and A) showing various paths of decay, which are labeled with their corresponding rates 	.

tuned to pump the cavity at the UP frequency, so that all the
excitation is placed in this polariton and, consequently, mainly
in the donor molecules. To investigate the role of vibrations in
the UP-to-LP transfer of excitations, we fix all the parameters
of the model except for the spectral densities mimicking the
molecular vibrational reservoirs. Two Lorentzian-like profiles
vanishing at zero frequency are chosen to describe them,

Sι(ω) = γφ

ω

ωvι

ξ 2

(ω − ωvι)2 + ξ 2
, (2)

where ωvι are the resonant vibrational frequencies (ι = D, A
stand for donors and acceptors, respectively). The strength
of the exciton-phonon coupling is parametrized by γφ , which
determines the phonon-induced transition rate on resonance. In
our calculations we have used γφ = 0.013 eV that corresponds
to the relatively small exciton-phonon coupling present in
J -aggregates, hence it would be greater if considering
monomeric chromophores that present larger Stokes shift
values. Regarding the linewidth of these vibrational modes,
we consider a large value, ξ = 0.01 eV, in order to account for
the effective broadening of the resonances due to cavity losses
(ξ ≈ κ).

We theoretically quantify the energy transfer process in a
similar way to experiments, where the light emission at the LP
is measured, by defining the transfer efficiency T as

T = b2
LCPL

b2
LCPL + b2

MCPM + b2
UCPU

, (3)

where Pα is the population of polariton α, whose cavity content
is given by coefficient bαC. Note that T gives the contrast
between the emission from the LP and the total light leaking
from the cavity under coherent pumping. Figure 3(a) renders
T as a function the two resonant vibrational frequencies, ωvD

and ωvA. The relevant energy differences between eigenstates
are indicated in the margins. The contour plot reveals the

conditions for which T is enhanced. We can observe first a
vertical line, which originates from the resonant tuning of
SA(ω) with the transition from the UP to the A states. This
feature cannot be attributed to an energy transfer process,
since it is the acceptor component of the UP that directly
produces it. This enhancement of exciton transport mediated
by polaritons has already been predicted [20,33]. There are also
two equivalent high-T lines, one horizontal and one vertical,
where the vibronic frequencies are the same as the energy
gap between the UP and the LP. Apart from those, a more
pronounced enhancement of the transfer efficiency takes place
when SD(ω) peaks at the energy gap between the UP and the
D states. Importantly, T is maximum at a single point along
this horizontal line. This maximum emerges when ωvA also
matches the energy difference between the MP and theA states.

Therefore, our numerical results reveal that the main path-
way that leads to energy transfer from donor to acceptor
molecules carries the population through the MP owing to
local exciton-vibration interactions. The mixed composition
of the MP, which combines donor and acceptor molecule
populations in similar proportions, boosts the population trans-
fer. This prevailing path corresponds to the red route depicted
in Fig. 3(b), where the other possible processes are also shown:
the direct decay of the UP intoA states (green) and the channels
involving only polaritons (purple and gray). Notice that this
boost in the energy transfer requires both donor and acceptor
molecules to be strongly coupled to the cavity mode, and the
achievable enhancement is strongly reduced when only one of
the collections becomes hybridized [26].

Importantly, we have verified that the general picture offered
by Fig. 3 on the link between energy transfer and molecular
vibrations is not altered, even at the quantitative level, when
donor and acceptor molecules are intermixed, as long as the
Rabi splitting remains the same. This demonstrates that �R

is the only key parameter describing the effect of light-matter
coupling in the process of energy transfer, which is independent
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of aspects such as the actual molecular arrangement or the
spatial dependence of the cavity mode, in agreement with
experimental results [24].

Our numerical analysis also shows that, for the steady-state
solution, terms coupling the off-diagonal (coherences) and
diagonal (populations) elements of the density matrix can be
disregarded in the Bloch-Redfield master equation. Under this
approximation (equivalent to the secular approximation), we
can now restrict our attention to just the transition rates con-
necting polaritonic and/or dark states, as depicted in Fig. 3(b).
This greatly simplifies the numerical treatment, making the
theoretical study of systems involving a much larger number
of donor and acceptor molecules feasible. Moreover, as shown
below, we can obtain analytical expressions for the relevant
decay rates, expressed only in terms of the Hopfield coefficients
and the vibronic spectral densities.

Depending on the nature of the states involved in the
transition, we can identify three different sets of decay rates.
First, those three connecting two polariton states α and β can
be expressed as

	αβ =
∑

ι=D,A

b2
βιb

2
αιSι(ωβ − ωα), (4)

where the dependence of bαι on the number of molecules is of
the form bαι ∼ 1/

√
Nι, yielding 	αβ ∼ 1/NA,D. Equation (4)

reveals that 	MU, 	LM, and 	LU vanish as the number of
molecules increases, and the contributions to the energy trans-
fer from the purple and gray routes in Fig. 3(b) are negligible
in very large systems.

Second, the rates for the decay of the dark subspaces to a
polariton state of lower energy are given by

	αι′ = 1

Nι

∑

ι

b2
αιSι(ωι − ωα), (5)

where ι = D (ι = A) for ι′ = D (ι′ = A) and α denotes LP for
ι′ = A and LP or MP when ι′ = D. Equation (5) indicates that
	MD,	LD, and	LA present the same 1/NA,D dependence as the
decay rates between polaritonic states. However, in contrast to
decay from polariton states (which decay efficiently by cavity
leakage of their photonic contribution), the competing decay
paths due to bare-molecule radiative and nonradiative decay are
typically on the order of nanoseconds for high-quantum-yield
emitters. Consequently, even slow decay from the dark states
efficiently populates the lower-lying polaritons.

Finally, the transition rates from polariton states to dark
subspaces that have lower energies have the form

	ι′α = Nι − 1

Nι

∑

ι

b2
αιSι(ωα − ωι), (6)

where the Nι − 1 term reflects the (large) number of dark
states to which polaritons can decay. Equation (6) yields
	DU ∼ (ND − 1)/ND and 	AU,	AM ∼ (NA − 1)/NA. Thus,

these three decay rates do not decrease as the number of
molecules increases, as the other six rates do. This gives
analytical support to our Bloch-Redfield numerical results that
showed the prevalence of the red route in the decay of the
excitation from the UP to the LP.

Our analytical results not only explain the numerical find-
ings previously discussed but also serve as a guideline to
optimize the long-range energy transfer mediated by strong
coupling. In order to enhance the transfer efficiency, the
vibration-driven decay 	DU (	AM) from the UP (MP) polariton
to theD (A) dark states has to be comparable to or faster than its
decay b2

UCκ (b2
MCκ) due to cavity losses. This can be achieved

most straightforwardly by using cavities with very low losses.
However, for the given cavity losses, optimization relies on
minimizing the cavity component of the upper and middle
polaritons while maximizing the donor (acceptor) component
of UP (MP). Both these conditions favor low cavity frequencies
[see Fig. 2(c)]. In addition, the vibration-driven decay can be
enhanced by bringing the energy detuning between UP and D
(MP and A) into resonance with the main vibronic frequency
of the donor (acceptor) molecules. Another way to enhance
both 	DU and 	AM is to employ organic molecules with a
large γφ , as these decay rates are proportional to the spectral
densities [see Eqs. (6) and (2)]. Our model envisages that
transfer efficiencies close to 100% can be reached under the
conditions 	DU � b2

UCκ and 	AM � b2
MCκ .

To conclude, we have presented both a numerical treatment
based on the Bloch-Redfield formalism and an analytical
approach to underpin the physics of the phenomenon of long-
range energy transfer mediated by collective strong coupling.
We have demonstrated the key role played by the delocal-
ized character of the middle polariton in this process as it
enables the vibrations to transfer the excitation from donor to
acceptor molecules. Importantly, this nonlocal energy transfer
is dominated by the Rabi frequency and does not depend on
the particular arrangement of the molecules inside the cavity
or the electromagnetic mode spatial profile. Therefore, as
long as collective strong coupling is achieved, our theoretical
results predict that there is no limit in the physical separation
attainable between donor and acceptor molecules. Not only
have we been able to unveil the physical mechanism behind
vibration-driven long-range energy transfer, but our analytical
approach has allowed us to deliver specific recipes to optimize
the phenomenon.
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